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This paper presents a simulation of Neuro- Fuzzlieation for analyzing
students’ performance based on their CPA and GHAis analysis is an
attempt for extension of Analysis on Student's &enfance Using Fuzzy
Systems. This paper focuses to support the deveoprof Intelligent
Planning System (INPLANS) using Fuzzy Systems, Hebetworks, and
Genetic Algorithms which will be used by the Acadermdvisory Domain
in educational institutions by evaluating and pcédg students’
performance as well as comparing the results Wighgrevious study. The
Neuro-Fuzzy model is feed-forward architecture vitte layers of neurons
and four connections. System evaluation has be@e for about 20- 26
cases of students’ results. The results depictthieae has been a significant

improvement in the performance of students’ as @eg to the prediction

Grade Point Average (GPA) of the same case using Fuzzy Systems

Intelligent planning system
(INPLANS)

Neural Networks
Neuro-fuzzy System
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1. INTRODUCTION

In case of Academics the evaluation system playsngortant role in guiding and monitoring
student’s performance based on the learning pranspged by the simulations of study planning peog.
One of the most important roles to be played byaeaademic advisor is to advice the students in study
planning, such as choosing the subjects that rebd taken, and total credits that need to bdladfi The
academic advisor also monitors the student’s progaad suggests for amendments to the original pignn
when needed [1]. Basically, each student regidieessubjects for each semester based on a Faculty’s
Program Planning. This planning consists of a floavt of subjects that need to be taken throughweit t
program. Therefore, students with good results mait have a problem to follow the planning. Thelgem
arises when students with moderate or poor resdtd to register the same total credit hours arjests
offered as in the planning. This kind of approadii mot help in improving the student’'s performance
Therefore, the intelligent planning system (INPLAN&hould be able to help the academic system in
generating a planning based on the student's padioce. In order to generate an automatic program
planning based on student’s abilities, the studep¢rformance was analyzed using a Neuro-Fuzzyadeth
In [2], the student’s performance was evaluateshqusi Fuzzy method and proved that the fuzzy method
could predict a student’s performance based ohédridéarning abilities. However, the Neuro-Fuzzythod
was introduced to improve the accuracy of the tesuln order to produce accurate results, seweitria
were taken into account. The criteria include thipot value of student’s performance, the classtwdent’s
performance, the corresponding Fuzzy inference, thie Neural Network training goal performance, and
error rate between the result value of this metnodl the previous method [2]. This Neuro-Fuzzy maaes
used in the third phase of the INPLANS developme&hts paper is organized as follows. Sections 2 &nd

Journal homepage: http://iaesjournal.com/online/index.php/IJERE



62 a ISSN: 2252-8822

present the basic system design and method ofglieoNFuzzy. Section 4 discusses the findings. Qi
is presented in Section 5.

2. NEURO-FUZZY SYSTEMS

Neuro-Fuzzy has been used in various areas, suemason recognition [3], control engineering
[4], decision support systems [5], civil enginegr[6], etc. Fuzzy Systems and Neural Networks Hreient
and effective methods to analyze the uncertaintgdocation assessment. For instance, Neural Neswork
have been used by many researchers in solvinggi@diproblems which require function approximagion
[7] and Fuzzy Systems have been used in applicaticeducation assessment [8 — 12]. The advantage of
Neural Networks is it has the learning capabiliyatiapt new data. On the other hand, Fuzzy Sydtamthe
capability to handle numerical data and linguigtiowledge simultaneously. However, both methodshav
some limitations, for example; even though Fuzzyst&wys can perform inference mechanism under
cognitive uncertainty, it does not have learnind adaptation capabilities that are crucial in theedopment
of INPLANS. Therefore, to enable INPLANS to dealtlwcognitive uncertainties in a manner more like
humans, the concept of Fuzzy System is incorporatidNeural Networks, which is called Neuro-Fuzzy
must be implemented.

A. Neuro-Fuzzy Model

A neural network model consists of a network ofroes; each neuron is associated with an input
vector, a weight vector corresponding to the inpedtor, a scalar bias, a transfer function and @pud
vector [13]. A neural network may consist of onarare layers of neurons with one or more neuroreairh
layer. In a network, the final layer is called thatput layer and all previous layers are callediaidlayers.
In the hidden layers, the output of a layer becothesnput of the following layer. The operatiamétion of
a neuron converts the input to the output of thera® In this analysis, the Neuro- Fuzzy model is a
connectionist of feed-forward architecture withefilayers of neurons and four layers of connectibitre
1 shows the architecture of the Neuro-Fuzzy modetun this study. A Neuro-Fuzzy model has input an
output layers and three hidden layers that evalmat@bership function and explain the fuzzy rules.
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Layer-1: Input to the system
Layer-2: Production of the intermediate result

Layer-3: Normalization to remove anomalies in théadif any

Layer-4: Summation
Layer-5: Defuzzified output

Figure 1. Neuro-Fuzzy architecture

This paper encompasses the input of Neuro-FuzzieByas students’ Grade Point Average (GPA) and
Cumulative Grade Point Average (CPA). The GPA &sdhade point for the current semester, while CPA i
the cumulative point for the last semester. Thigteay can only be used starting from the second steme
The GPA and CPA have values from 0 to 4.0 and Viezeified using Gaussian formulation as fuzzy
membership function (Figure 2).

The input and output variables show three posséslifor evaluating performance; low, medium,
and high following the range of 0 to 2.3, 1.7 t8 8nd 2.7 to 4.0 respectively. The relationshigs/ben the
CPA and the GPA are described as in Table 1 antePab
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Figure 2. Membership function of (a) GPA and (b)ACP
Table 1. Fuzzy Rules Table 2. List of Detail
Matrix Rules
CPA\GA GL GM GH R1:IFGisLand CisLthen SPisL
CL L L M R2:IFGisLand CisMthen SPis L
CM L M H R3:IFGISLand CisHthen SPisM
CH M H H R4:IFGisMand CisLthen SPisL

R5:IF GisMand Cis Mthen SPis M
R6:IFGisMand Cis Hthen SPisH
R7:IFGisHand CisLthen SPisM
R8:IF Gis Hand Cis M then SPis H
R9:IFGisHand CisHthen SPisH

Matrix defines GL as GPA Low, GM as GPA Medium, @kl GPA High, CL as CPA Low, CM as CPA
Medium, CH as CPA High, L as Low, M as Medium andd-high.

The first layer of this model is called crisp inpuhere the neuron receives the GPA and CPA as
inputs. Each neuron in this layer transmits extiecriap signal directly to the next layer. The setdayer of
neurons is the input membership function layetthis analysis there are 251 neurons. This layerutates
the fuzzy membership degrees to which the inputesabelong to predefined output membership funstion
i.e. low, medium and high. Neurons in this laygresent fuzzy sets used in the antecedents of futey. A
fuzzification neuron receives a crisp input anded®ines the degree to which the input belongs & th
neuron’s fuzzy set. The third layer is the fuzziesuwhere the rules represent associations bettheenput
membership function and output membership functeach neuron in this layer corresponds to a single
fuzzy rule. A fuzzy rule receives input from thezfification neurons that represent fuzzy sets arhle
antecedents. Other than that, it is important tie tloat the weights between Layer 3 and Layer fdesgmt
the normalized degrees of confidence of the comeding fuzzy rules. The weights are adjusted during
training of the Neuro- Fuzzy systems, from thesszyurules, the fourth layer of the Neuro-Fuzzy eyst
which is output membership functions layer cale@gahe degrees to which output membership functoas
matched by the input data. An output membershiparereceives input from the corresponding fuzz rul
neurons and combines them using fuzzy operatioonuiin this study, the probabilistic AND has beaed
as a fuzzy operation union. Lastly, the fifth layerdefuzzification layer does defuzzification or dther
words, it calculates values for the output variaBlach neuron of this layer represents a singlputuif the
Neuro-Fuzzy systems. The output of the Neuro- Fs¥agems is crisp, and thus a combined output feety
must be defuzzified.

3. INVESTIGATION AND FINDINGS

MATLAB 7.0 simulator is used to program the sceoakigure 3 shows the comparison of fuzzy
sets for GPA and CPA of Neuro-Fuzzy systems wittzyusets of Fuzzy Systems. The curves represent
Neuro- Fuzzy and Fuzzy Systems membership functibnem the graph, it shows that the degree of
membership function for Neuro-Fuzzy systems isexaeeding the maximum degree, which is 1. Therefore
this system produces smaller range of degree oflbmaeship functions, which is more precise and adeura
compared with the Fuzzy Systems. Based on theildion of the membership functions, there are two
intersections; low/medium intersection and mediugihintersection. Figures 4, 5 and 6 show the rules
evaluations which produce low, medium and highafedutput membership functions. In comparison with
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the results of [2], this process produces simisults in terms of which rules that produce thasts sf

output membership functions. Based on the analysie,numbers 1, 2, and 4 produce low sets of dutpu

membership functions. Rules 3, 5 and 7 produce umedits of output membership functions.
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Figure 6. Defuzzification of output fuzzy sets (@w output, (b) Medium output, and (c) High output.
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Meanwhile, rules 6, 8 and 9 produce high sets gfdumembership functions. Then, all the data farheset

of output membership function was aggregated, widcla process of unification of the outputs of the
corresponding rules. In this study, outputs ofsule2 and 4 were combined to be low sets. Outpfutsles

3, 5, and 7 were combined to be medium sets. Qutfuules 6, 8, and 9 were combined to be high set

The aggregate output fuzzy set in layer 4 is temsél to the layer 5 of Neuro-Fuzzy systems for
the defuzzification process. The output of the Melfuzzy systems is crisp, and thus a combinedubutp
fuzzy set must be defuzzified. Here, we apply agdttechnique to determine the output. It findsainp
called the centre of gravity (COG) of the fuzzy. $égre the vertical line of COG would slice the sggate
set into two equal masses. Figure 6 shows the dieation for each output fuzzy set.

The result shows the Neuro-Fuzzy systems produoedrisp output very well. The Neuro-Fuzzy
gives a small error value compared to Fuzzy Systénsclear that the Neuro-Fuzzy systems produoee
accurate and reliable results compared to [2]. ldepnto prove that Neuro-Fuzzy can predict students
performance more accurately, the Neuro- Fuzzy amty Systems results of 26 cases of CPA and GPA
were compared .On the other hand, Neuro-Fuzzy pestidifferent output values for both cases whieh ar
more reliable and accurate. In case number 16 8ndrdzzy Systems also produced similar output value
which are 2.4967 for different input values fortbatses, but Neuro-Fuzzy produced different outplites
which are more reliable and accurate. The same ddretror also occurred for case number 23 andib,
by implementing Neuro-Fuzzy, the error was corréctié is clear that Neuro-Fuzzy has improved the
predicted output of students’ performance to becaonage reliable and accurate when compared to the
predicted output of the same cases using Fuzzye®gstTo assess the model's ability to determine the
student’s performance into low, medium, and hidjie, predictive ability of the model was comparedhwit
several alternative methods, namely, statisticadet®) neural networks, machine learning combinationl
heuristics. In this research, regression analysigates the single most important variable isaheaulative
GPA. Statistical analysis only focused on determinthe factors responsible for the performance and
based on that information, it finds ways to impravaVhereas, in our research we have used Neuray-u
method to generate the assumption results for ¢imeing semester based on the previous CPA and ¢urren
GPA. A combination of machine learning techniquamed genetic algorithm and decision tree is used by
Dimitris Kalles and Christos Pierrakeas [16] to lgsa the students’ performance in Hellenic Open
University (HOU). The analysis was focused on thebjem of predicting students’ performance and the
problem on adult students learning at a distantevds measured by the homework assignments and
attempted to derive short rules that explain aredist success or failure in the final exam on acjoe
module. The result obtained were more accurateysigabf the students’ performance compared to the
conventional decision tree classifiers. The geratorithm and decision tree focused only on prutic
the possibility of students on passing the finamxased on a specific module. In our researclstated
earlier, the neuro- fuzzy method was used to aeallie students’ performance for the coming semester
based on the previous CPA and current GPA.

However, this method has a limitation where it omgrks for certain grades and not for all
grades. Compared with our research, it shows thatresearch used different approaches to analyze
students’ performance, which then produced differesults.

4. CONCLUSION

In this paper, we presented an analysis of studpatformance using Neuro-Fuzzy systems. The
main focus of this study is to prove that Neuro#uzsystems can improve the output of student
performance prediction to be more accurate compaitdthe output from [2]. Therefore, this systemsh
been tested using the same data from our previody.sThe system was modeled and trained based on a
connectionist of feed-forward architecture. Theekpent and analysis of this system was on the oble
students’ CPA and GPA. By entering their GPA andACte simulation application with Neuro- Fuzzy
engine will process the results and calculate thgpuwd of the students’ performance and classify the
students’ performance into three different categmriThe system modeled the training data very well
because it gives small error values compared whith Ruzzy Systems. This system has been tested on
various student results, and the experimental t®hdve demonstrated this system as fast, reliabte
accurate.
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