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 With the increasing use of web-based tools for text analysis, there is a 

growing reliance on automated systems to assess text difficulty and classify 

texts to the Common European Framework of Reference for Languages 

(CEFR). However, inconsistencies in these tools’ outputs could undermine 

their effectiveness for language learners and researchers. This study 

investigates the consistency of five widely used automated CEFR analyzer 

tools, including ChatGPT, by analyzing 20 English descriptive texts at 

CEFR levels B1 and B2. A quantitative approach was employed to compare 

the CEFR classifications generated by these tools. The results reveal 

significant inconsistencies across the tools, raising concerns about the 

reliability of automated CEFR alignment. Additionally, the content and 

genre of texts appeared to influence the CEFR classification, suggesting that 

certain factors beyond the tools’ algorithms may affect their accuracy. These 

findings have important implications for language educators, curriculum 

designers, and researchers who rely on automated CEFR tools for text 

selection, grading, and analysis. The study highlights the limitations of 

automated CEFR classification systems and calls for a more qualitative 

approach to text difficulty alignment analysis. Future research 

recommendation is discussed and call for more focus on refining these tools 

and exploring additional factors that may impact their effectiveness in text 

difficulty measurement and CEFR alignment. 
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1. INTRODUCTION 

The purpose of this study is to explore the consistency of automated text analyzers that claim to 

align text difficulty to various proficiency levels. The measurement of English text difficulty has evolved 

over the past centuries, beginning with readability formulas proposed in the 20th century such as the Flesch-

Kincaid and the Gunning-Fox Index [1], [2]. These formulas primarily rely on quantitative calculations of 

linguistic features, including syntactic and semantic complexity, vocabulary familiarity, syllable counts, and 

the number of words per sentence. While these readability formulas have been extensively critiqued and 

tested for validity, they continue to shape perceptions of text difficulty [3], [4]. 

Advancements in natural language processing (NLP) and computational linguistics have 

significantly improved these classic readability formulas, introducing innovative techniques and models for 

text difficulty analysis [4]. For instance, theories of text comprehension have been integrated into new 

readability formulas, such as those introduced by Crossley et al. [4], which employ advanced NLP tools to 

produce more promising results compared to traditional methods. As a result, automated online instruments 

https://creativecommons.org/licenses/by-sa/4.0/
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have become increasingly accessible to language teachers, text producers, and researchers, enabling them to 

assess text difficulty efficiently. Although users may have varying criteria for selecting these tools, they share 

a common purpose: benchmarking texts to appropriate difficulty levels to inform language teaching, 

assessment, and skill development. This process, known as material leveling, aims to align texts to specific 

difficulty levels for targeted use [5]. 

The Common European Framework of Reference for Languages (CEFR): learning, teaching, 

assessment serves as a guideline to provide coherence and standardization in material leveling. Initially 

developed to standardize textbooks, curricula, and examinations in Europe, the CEFR framework classifies 

language proficiency into basic (A1-A2), independent (B1-B2), and proficient (C1-C2) users [6]. Its 

straightforward descriptors and clear communicative goals have facilitated its adoption worldwide as a 

foundation for language teaching and assessment [7]. 

Educational institutions and government organizations have recognized and embraced CEFR as a 

guideline for expected language proficiency outcomes. For instance, the Commission on Higher Education 

Standards (CHES) under the Office of the Permanent Secretary of Thailand set out CEFR policy in 2024, 

specifying that undergraduate students should achieve at least B2 proficiency, while graduate students should 

attain C1 before graduation. This policy has driven many higher education institutions to align their language 

teaching and assessment practices with CEFR descriptors [8]–[10]. However, the application of CEFR 

remains challenging for test developers, material creators, and educators, as its descriptors are open to 

varying interpretations. Moreover, CEFR does not prescribe specific teaching methodologies or assessments, 

leaving educators to adapt and integrate its framework into their unique contexts. For example, CEFR-leveled 

texts often require modification to suit the needs of language learners [11]. 

Given the critical role of text classification or material leveling in language education, educators 

must ensure that selected texts align accurately with learners' proficiency levels [12]. These challenges 

highlight the importance of exploring automated text classification tools that claim to map with specific 

CEFR descriptors, as reliable tools are essential for effectively supporting language learning and material 

selection. The novelty of this paper lies in its focus on the role of automated CEFR alignment tools at the text 

level, an area that has received limited attention compared to broader CEFR alignment practices. By 

uncovering the variability in CEFR classifications across different tools, the study highlights the need for 

caution in employing computational methods, ensuring they align with the specific purposes of CEFR 

classification. Furthermore, it emphasizes the importance of integrating human judgment to enhance the 

reliability of text difficulty assessments. These findings provide valuable insights for educators, 

policymakers, and developers seeking to improve the effectiveness of CEFR alignment tools. 

 

 

2. LITERATURE REVIEW 

2.1. Text classification based on CEFR guideline 

Text classification under CEFR guidelines has gained increasing importance in recent years [13]. 

Evaluating and selecting appropriate texts remains challenging for language teachers. Traditional text 

classification approaches often rely on shallow linguistic features, which do not fully reflect the actual level 

of text difficulty. Consequently, various methods have been developed to enhance and simplify text 

classification based on difficulty levels. 

Online resources offering limitless access to authentic texts have also prompted the integration of 

model text recommendation systems into classrooms to better engage language learners [14]. Research by 

Escobar-Acevedo et al. [14] suggested employing automatic classifiers based on CEFR guidelines to 

streamline the selection of texts from authentic sources, such as online platforms [14]. However, attempts to 

classify texts using automated tools have often yielded inconsistent results [15]. 

Recent advancements include the use of machine learning techniques such as the bidirectional 

encoder representations from transformers (BERT) model for CEFR text classification [13]. Studies 

demonstrate that automated text-level detection is effective, with the quality of classification largely 

dependent on the text corpus used. For instance, Schmalz and Brutti [16] proposed an alternative approach 

using a BERT-based model, reporting success in automated CEFR text classification supported by significant 

numerical data [16]. However, the practical application of these models in language classrooms remains 

challenging. BERT-based systems require extensive manual data labeling for training, as the pre-trained 

model is based on plain text from sources like the English Wikipedia and the Brown Corpus. This process is 

labor-intensive and may be impractical for teachers with varying levels of technical literacy [17]. 

Other studies propose combining quantitative and qualitative approaches for text classification 

under CEFR guidelines. Natova [15] introduced three quantitative tools: i) The Lexile framework for 

reading; ii) The Flesch reading ease index; and iii) The lexical profiler in Text Inspector. For qualitative 

assessment, manual analysis incorporating human judgment of text meaning, structure, grammatical 



Int J Eval & Res Educ  ISSN: 2252-8822  

 

Evaluating the consistency of automated CEFR analyzers: a study of English … (Piyathat Siripol) 

3285 

complexity, and cognitive demand was employed. While Natovas findings [15] indicate that such tools hold 

potential, the classification levels heavily appeared to be influenced by qualitative criteria. This raises 

questions about the consistency and precision of automated tools in leveling or benchmarking texts to CEFR 

levels. Quantitative assessments, as shown by Natova [15], illustrate the variability of CEFR classifications 

across different automated tools, potentially leading to inaccurate interpretations of text difficulty.  

The inconsistency stems from the varying frameworks and algorithms underlying these tools, necessitating 

further exploration. This gap in the literature highlights concerns for educators, material developers, and text 

writers [18]. 

 

2.2. Automated CEFR text classification tools 

Currently, numerous automated tools are available for teachers and material developers to 

benchmark text difficulty against CEFR levels. These tools facilitate quick analysis and provide results that 

guide material development and classroom practices. Several tools, such as Cathoven AI, Text Inspector, and 

Pearson’s Global Scale of English (GSE), are widely utilized as validation tools in language research. 

 

2.2.1. Cathoven AI 

Cathoven AI’s CEFR Checker evaluates texts by analyzing linguistic factors such as vocabulary, 

grammar, sentence structure, and phrases. A unique feature is its ability to provide decimal-level precision 

for CEFR classifications. For instance, a text might be classified as A2.7, indicating it is close to B1. 

However, the tool does not provide algorithmic transparency in explaining how these decimal values are 

derived and may leave users without insight into the underlying algorithms. Despite this limitation, Cathoven 

AI allows users to explore detailed CEFR reports for vocabulary, tense, clause, and sentence-level 

classifications. Studies have employed Cathoven AI for text difficulty analysis and CEFR benchmarking, 

highlighting its potential applications [19], [20]. 

 

2.2.2. Global Scale of English 

GSE provides a granular proficiency scale from 10 to 90, aligning with CEFR levels. Initially used 

for the Pearson Test of English Academic (PTE Academic), it was later validated against standardized tests 

such as international English language testing system or IELTS and test of English as a foreign language or 

TOEFL. The GSE toolkit offers features for text analysis, including CEFR equivalency points, readability 

measures (e.g., ARI, Flesch-Kincaid, and SMOG), and highlighted vocabulary exceeding current CEFR 

levels. This tool has been particularly effective for assessing text difficulty with consistency and fine-grained 

insights into proficiency levels. 

 

2.2.3. Text Inspector 

Text Inspector is a web-based tool that employs a corpus-based approach, utilizing resources such as 

the English Vocabulary Profile (EVP), Academic Word List, and British National Corpus (BNC). It calculates 

metrics like type-token ratio, sentence length, and syllable count to determine text difficulty. A notable feature 

is its Lexical Profile, which aggregates various metrics to assign a CEFR level. Despite its comprehensive 

capabilities, the reliability of results depends on the number and combination of metrics used [21]. 

 

2.2.4. Oxford Text Checker 

Oxford Text Checker focuses on vocabulary profiling by examining text content against extensive 

corpora, including the Oxford 3000 and Oxford 5000-word lists. Unlike other tools, it does not provide an 

overall CEFR level but offers percentages of words corresponding to different CEFR levels. This feature 

helps users estimate the proficiency level of a text, although its application is limited to vocabulary-based 

analyses. The inclusion of wordlists into each wordlist group, such as Oxford 3000, has undergone three core 

criteria: frequency, range, and familiarity. The details are summarized in Table 1.  

 

 

Table 1. Summary of Oxford Text Checker wordlist 
Category of wordlist Detail of wordlist CEFR 
Oxford 3000 A list of the 3,000 core words that English learners need to know A1-B2 

Oxford 5000 An expanded wordlist from the core wordlist for advanced English learners  B2-C1 
Oxford phrase list 650 common phrases (idioms, phrasal verb, collocations, common complementation 

patterns, multi-headwords, alternative forms of head words) for learners 

A1-C1 

Oxford phrasal 
academic lexicon 

Important words to learn for writing and speaking academic English from Oxford 
Corpus of Academic English (OCAE) and British Academic Spoken English (BASE) 

Not applicable 
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Oxford Text Checker highlights words that are from different levels of CEFR. With the GSE toolkit, 

words are not color-coded for CEFR level compared to the Oxford Text Checker. The advantage of the 

Oxford Text Checker is that it provides percentages of words that are in the list from A1 to C1. Using this 

tool, the user will have an overview of statistics that most words in the text are that of A2 or B2 level.  

 

2.2.5. Road to grammar 

Road to grammar (RTG) is an anonymous online website created by a language teacher with more 

than 20 years of experience teaching English as a second and foreign language in Asian countries. The 

website offers ESL materials, games, quizzes, and resources for ESL teachers. An online tool called ‘text 

analyzer’ (http://www.roadtogrammar.com/textanalysis/) is also available for ESL teachers to use to 

determine the appropriate level of text difficulty for different levels of students’ proficiency according to the 

CEFR. The detail of the tool, however, is quite limited compared to other text analyzer instruments, 

explaining briefly that the analyzer focuses on the complexity of language. The submitted text will be 

compared to a list of the 10,000 most used words in English together with the position on the list and the 

average word and sentence length. The web page does not contain the type of corpus used or a reference as to 

which word list is a reference point. With an easy-to-use interface, however, users can insert a text and 

simply get a rating of the CEFR A2 to C2. 

 

2.2.6. ChatGPT 

ChatGPT, a sophisticated language model developed by OpenAI, has also been used to classify texts 

by CEFR level. Leveraging advanced NLP techniques, ChatGPT evaluates linguistic features like vocabulary 

sophistication, grammatical complexity, and sentence structure. Unlike traditional tools, it uses transformer-

based architectures trained on diverse multilingual corpora, enabling it to provide nuanced assessments. 

ChatGPT’s inclusion in this study highlights the potential of NLP-based tools to complement traditional 

methods. 

While existing automated tools are widely used, there is limited research that examines their 

consistency in generating CEFR classifications. Differences in algorithms and frameworks may result in 

variable outputs, posing challenges for educators and researchers. For instance, tools like Text Inspector rely 

on lexical profiling, while ChatGPT employs advanced machine-learning techniques. This study addresses 

concerns about whether current CEFR analyzer programs provide consistent results when classifying leveled 

texts, aiming to inform their effective use in language teaching and assessment. 

 

 

3. METHOD 

The current study employed a quantitative data analysis approach by identifying congruence across 

text analyzer tools. Each tool was designed specifically for language analysis purposes. Details of the sample 

texts and data analysis are provided in the following sections.  

 

3.1. Sample texts and texts recruitment 

This study includes 20 text samples from https://lingua.com that offer reading texts of various CEFR 

levels in more than ten languages, including English. The website was chosen as it claims to offer authentic 

reading materials designed by experienced English educators to support vocabulary recognition and variation 

of sentence structure reflected by difficulty levels (novice, intermediate, and advanced). CEFR of A1 to C1 is 

used to indicate the difficulty levels of basic users, independent users, and proficient users. On Lingua.com, 

readers can evaluate their progress and understanding through multiple-choice quizzes offered at the end of 

reading materials. In this study, the English language texts were collected in a group of 10 CEFR B1 texts and 

10 CEFR B2 texts. There are 20 freely available texts with 66 additional texts for subscribed members for B1, 

and there are two freely available texts with 33 additional texts for subscribed members for B2. A descriptive 

genre was used for this study. The criteria for text recruitment for this research study are shown in Table 2. 

 

 

Table 2. Criteria for text recruitment 
Criteria Detail 

Accessibility and copyright An article must be accessible to public online offering both a basic (free) account and/or paid 

account options 
Copyright of an article does not prohibit readers/users to analyze the discourse content 

Text source An article must be from the same source  

CEFR level indication An article that has clear indicator of B1 or B2  
Minimum word count An article that contains a word count of at least 150 words  

Text structure and genre Descriptive texts 
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3.2. CEFR analyzer instruments 

To arrive at the CEFR result for each text, CEFR B1 and B2 texts indicated by the publisher/author 

were computed into five CEFR text analyzer programs and one large language model tool (ChatGPT 3.5). 

Five widely used automated CEFR text analyzers chosen for this study were Cathoven AI, text analyzer 

(RTG), GSE (Pearson), Text Inspector and Oxford Text Checker (Oxford Learner Dictionary). These online 

tools are accessible online.  

Cathoven AI provides many automated text analysis features such as a readability analyzer and 

CEFR analyzer. In the CEFR analyzer, a user can generate text output results with a general CEFR level 

breakdown from vocabulary, verb form, and clause. Moreover, the tool could also provide level mapping of 

provided text to the American Council on the Teaching of Foreign Languages (ACTFL), British Council, 

IELTS, and Cambridge Scale. The vocabulary breakdown includes vocabulary knowledge demands. The 

Oxford 5000 wordlist was used in this study as it is an expanded core wordlist for advanced learners of 

English, including the 2000 words for learners at B2-C1.  

Overall, ten texts of B1 and ten texts of B2 were computed for CEFR level. This accounts for a sum 

of twenty texts to be automatically analyzed. As most CEFR analyzer tools provide only quantitative results 

based on different metrics, the descriptive account of a text is often limited. This is because classification 

approaches of CEFR texts could be from a corpus-based approach or a complex mathematical model 

readability assessment [22]. Hence, ChatGPT 3.5 as one of the advanced language models was added since it 

has been trained on a vast corpus of texts and could provide complex mathematical models such as Flesch 

Kincaid score to arrive at a particular CEFR level. Therefore, it was included as one of the automated tools to 

analyze text and classify texts into CEFR level. The prompt given to the ChatGPT 3.5 was “analyze a text 

given and classify it into CEFR level.” 

 

3.3. Data analysis  

The analysis involves an evaluation of the consistency and accuracy of the CEFR text classification 

tools by using descriptive statistical measures for each tool. For each of the 20 text samples, the CEFR levels 

assigned by the six web-based tools (ChatGPT 3.5, Cathoven AI, RTG Text Analyzer, GSE, Text Inspector, 

and Oxford Text Checker) are recorded. Ten texts used for descriptive statistical analysis are based on the 

availability of text from the same source of Lingua.com. To facilitate numerical analysis, CEFR levels are 

assigned numerical values: A1 as 1, A2 as 2, B1 as 3, B2 as 4, C1 as 5, and C2 as 6. Using descriptive 

statistics is essential in this process as the mean, median, mode, and standard deviation (SD) of the assigned 

CEFR levels are calculated for each tool to summarize datasets into basic measures, making it easier to 

compare and interpret the performance of each tool. The mean provides an average proficiency level assigned 

by each tool which could offer a benchmark for comparison. The median indicates the central tendency of the 

assigned levels, and the mode can give the most frequently assigned levels, which can show where tools most 

commonly agree. SD measures the variation or dispersion of the assigned CEFR levels, indicating the 

consistency of each tool's classifications. It must be noted, however, that the study does not intend to apply 

purely descriptive statistics as a major analysis method since: i) the number of texts is limited to only 10 texts 

and ii) each automated tool uses a different algorithm and framework to analyze the texts automatically. As a 

result, the generated CEFR level and text content are used to qualitatively analyze the result. 

 

 

4. RESULTS AND DISCUSSION 

Table 3 and Figure 1 present the CEFR levels assigned by each tool for the ten B1 texts. The mean 

CEFR level assigned by ChatGPT 3.5 was 3.20, indicating a B1 level, with a median of 3.00 and a mode of 

3.00, showing a consistent classification within the B1 range. The SD of 0.42 suggests that it has low 

variability in the classifications by Chat GPT3.5.  

Cathoven AI version 2.0 assigned a mean CEFR level of 3.5 (B1+), suggesting that most texts were 

classified within the upper-intermediate range of independent users. The median and mode were both 

recorded at 3.00 (B1), indicating that the most frequent classification remained at the lower end of the B1 

level. The SD of 0.70 reveals a higher degree of variation in the assigned levels, suggesting less consistency 

in comparison to other analyzers. This variability implies that Cathoven AI may classify texts with more 

fluctuation, potentially influencing its reliability for precise CEFR alignment. 

The GSE Text Analyzer (Pearson) consistently assigned a mean CEFR level of 4.05 (B2), indicating 

that most texts were classified at the upper-intermediate level. Both the median and mode were recorded at 

4.00 (B2), confirming that the majority of classifications remained stable at this proficiency level. The SD of 

0.15 suggests minimal variation, demonstrating that the tool produced highly consistent results across 

different texts. This consistency indicates that the GSE Text Analyzer provides a reliable benchmark for  

B2-level text classification with little fluctuation in its assessments. 
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Text Inspector assigned a mean CEFR level of 5.50 (C1+), indicating that most analyzed texts were 

classified within the advanced proficiency range. Both the median and mode were also recorded at 5.50 

(C1+), showing that the most frequent and central classifications remained at the same level. The SD of 0.37 

suggests that while there was some variation in the assigned levels, the classifications did not fluctuate 

drastically. Overall, this result indicates that the Text Inspector consistently rated the texts at an advanced 

level with only minor deviations in classification. 

The Text Analyzer (RTG) assigned a mean CEFR level of 4.70 (B2+), suggesting that the majority of 

texts were classified within the upper-intermediate to advanced range. The median and mode were both 

recorded at 5.00 (C1), indicating that the most common classification placed texts at the proficient level. The 

SD of 0.48 reflects moderate variability, meaning that while some texts were rated lower or higher, the tool 

maintained a relatively stable classification trend. This pattern suggests that RTG tends to assign CEFR levels 

in a range between B2+ and C1, demonstrating a degree of consistency but with noticeable fluctuations. 

The Oxford Text Checker provided only word percentage data rather than assigning an overall 

CEFR level to the texts. The results indicated that the majority of words in the analyzed texts were classified 

at the A1 level, reflecting basic vocabulary usage. Additionally, words at the B1 level accounted for only 5% 

to 8% of the total word count, suggesting limited lexical complexity. This data implies that the Oxford Text 

Checker tends to classify texts at a lower proficiency level based primarily on word frequency rather than 

broader linguistic features. 
 

 

Table 3. Automated CEFR analyzer for B1 texts 

Title of text 

Total 

word 

count 

ChatGPT 
3.5 

Cathoven AI 

Version 2.0 

(general level) 

GSE Text 

Analyzer 

(Pearson) 

Text Inspector 

(overall lexical 

profile) 

Text 

Analyzer 

(RTG) 

Oxford Text Checker (Oxford 

Learner Dictionary) Wordlist 

Oxford 5000 

The Empire State 

Building 

247 3 (B1) 3 (B1) 4 (B2) 5.5 (C1+) 5 (C1) A1 (71%) (With B1 at 5%) 

San Francisco 260 4 (B2) 3 (B1) 4 (B2) 5 (C1)  4 (B2) A1 (71%) (With B1 at 4%) 
Chicago 236 4 (B2) 3 (B1) 4 (B2) 5 (C1+) 5 (C1) A1 (66%) (With B1 at 6%) 

The Statue of 

Liberty 

248 3 (B1) 4 (B2) 4 (B2) 6 (C2) 5 (C1) A1 (69%) (With B1 at 8%) 

The Grand Canyon 252 3 (B1) 4 (B2) 4 (B2) 5.5 (C1+) 4 (B2) A1 (69%) (With B1 at 8%) 

Los Angeles 219 3 (B1) 4 (B1) 4.5 (B2+) 5.5 (C1+) 5 (C1) A1 (61%) (With B1 at 6%) 

Miami 253 3 (B1) 3 (B1) 4 (B2) 5.5 (C1+) 5 (C1) A1 (70%) (With B1 at 2%) 
Washington, D.C. 192 3 (B1) 3 (B1) 4 (B2) 5.5 (C1+) 4 (B2) A1 (65%) (With B1 at 2%) 

Yellowstone 

National Park 

268 3 (B1) 3 (B1) 4 (B2) 6 (C2) 5 (C1) A1 (69%) (With B1 at 4%) 

Valentine’s Day  171 3 (B2) 5 (C1) 4 (B2) 6 (C2) 5 (C1) A1 (63%) (With B1 at 4%) 

Mean (CEFR level) - 3.20 (B1) 3.5 (B1+) 4.05 (B2) 5.50 (C1+) 4.70 (B2+) - 

Median (CEFR 
level) 

- 3.00 (B1) 3.00 (B1) 4.00 (B2) 5.50 (C1+) 5.00 (C1) - 

Mode (CEFR level) - 3.00 (B1) 3.00 (B1) 4.00 (B2) 5.50 (C1+) 5.00 (C1) - 

SD - 0.42 0.70 0.15 0.37 0.48 - 

 

 

 
 

Figure 1. Automated CEFR analyzer mapping for B1 texts 
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Table 4 and Figure 2 show the CEFR levels assigned by each tool for the ten B2 texts. ChatGPT 3.5 

had a mean CEFR level of 3.50 (B1/B2), with a median of 3.50 (B1/B2) and a mode of 3.00 (B1). The SD 

was 0.53, indicating moderate variability.  

Cathoven AI Version 2.0 assigned a mean CEFR level of 3.40 (B1), indicating that most texts were 

classified within the lower-intermediate range. The median and mode were both recorded at 3.00 (B1), 

suggesting that the majority of classifications clustered around the B1 level. The SD of 0.52 reflects moderate 

variability, meaning that some texts were rated slightly above or below this level. This degree of fluctuation 

suggests that while Cathoven AI generally aligns with the B1 classification, its assessments may not always 

be entirely consistent. 

The GSE Text Analyzer assigned a mean CEFR level of 4.05 (B2), suggesting that most texts were 

consistently classified within the upper-intermediate proficiency range. Both the median and mode were 

recorded at 4.00 (B2), confirming that the majority of classifications aligned closely with this level. The SD 

of 0.15 indicates very low variability, meaning that the tool produced highly stable and reliable results. This 

consistency suggests that the GSE Text Analyzer is a dependable resource for assessing text difficulty at the 

B2 level with minimal fluctuation. 

Text Inspector assigned a mean CEFR level of 5.55 (C1+), indicating that most texts were classified 

at an advanced proficiency level. Both the median and mode were recorded at 5.50 (C1+), suggesting a 

strong concentration of classifications at this level. The SD of 0.50 reflects some variability, but overall, the 

tool maintained a consistent classification within the C1+ range. 

The Text Analyzer (RTG) assigned a mean CEFR level of 4.25 (B2), suggesting that most texts 

were classified at the upper-intermediate level. Both the median and mode were recorded at 4.00 (B2), 

reinforcing the consistency of this classification. The SD of 0.52 indicates moderate variability, meaning that 

some texts were rated slightly higher or lower than B2. 

Lastly, the Oxford Text Checker provided only word percentage data rather than assigning a specific 

CEFR level. The results showed that most words in the analyzed texts were classified at the A1 level, 

indicating a basic vocabulary range. This suggests that the tool tends to classify texts at a lower proficiency 

level based primarily on word frequency. 

The key results of this study indicate substantial inconsistency among various automated CEFR text 

classification tools, highlighting significant challenges in the field of text difficulty and assessment and its 

applications in educational settings. The result of the study is in line with Natova [15] regarding the use of a 

quantitative framework in mapping CEFR level of a text using quantitative measures. In Natova’s [15] study, 

three quantitative tools were proposed relating to the Lexile Framework for Reading and the Lexile Analyzer, 

the Flesh Reading Ease index and the lexical profiler Text Inspector. Compared to Natova’s [15] study, 

however, additional web-based tools designed specifically to map text difficulty aligning to a specific CEFR 

level are investigated such as the AI Cathoven and Pearson GSE. These inconsistencies raise critical 

questions about the reliability and accuracy of these automated tools, which are essential for teachers, 

material developers, and language assessment professionals.  
 

 

Table 4 Automated CEFR analyzer for B2 texts 

Title of text 
Total 
word 

count 

ChatGPT 

3.5 

Cathoven AI 
Version 2.0 

(general level) 

GSE Text 
Analyzer 

(Pearson) 

Text Inspector 
(overall lexical 

scale) 

Text 
Analyzer 

(RTG) 

Oxford Text Checker 
(Oxford Learner Dictionary) 

Wordlist Oxford 5000 

Las Vegas 214 3 (B1) 3 (B1) 4 (B2) 5 (C1) 4 (B2) A1 (69%) (With B2 at 4%) 

Liechtenstein 152 3 (B1) 3 (B1) 4 (B2) 5.5 (C1+) 4 (B2) A1 (70%) (With B2 at 5%) 

Trip to New York 222 3 (B1) 3 (B1) 3.5 (B1+) 4.5 (B2+) 3 (B1) A1 (85%) (With B2 at 1%) 

Santa Claus around the 
World 

180 3 (B1) 4 (B2) 4.5 (B2+) 5 (C1) 4 (B2) A1 (70%) (With B2 at 2%) 

Boston 260 4 B2 3 (B1) 4.5 (B2) 5.5 (C1+) 4 (B2) A1 (68%) (With B2 at 5%) 

Cruise Ships: Floating 

Marvels of Marine Life 

233 3 (B1) 3 (B1) 4.5 (B2+) 5.5 (C1+) 6 (C2) A1 (67%) (With B2 at 10%) 

Benjamin Franklin and 

the Kite 

202 4 (B2) 4 (B2) 4 (B2) 6 (C2) 5 (C1) A1 (59%) (With B2 at 6%) 

Hot Air Balloons: A 
Fun History 

264 4 (B2)  4 (B2) 4 (B2) 6.5 (C1+) 5 (C1) A1 (73%) (With B2 at 7%)  

The longest and most 

scenic Train Ride 

199 4 (B2) 4 (B2) 4 (B2) 5 (C1) 4 (B2) A1 (72%) (With B2 at 2%) 

Animal 323 4 (B2) 3 (B1) 4 (B2) 6 (C2) 5 (C1) A1 (78%) (With B2 at 5%) 

Mean (CEFR level) - 3.50 (B1+) 3.40 (B1) 4.05 (B2) 5.55 (C1+) 4.25 (B2) - 

Median (CEFR level) - 3.50 (B1+) 3.00 (B1) 4.00 (B2) 5.50 (C1+) 4.00 (B2) - 
Mode (CEFR level) - 3.00 (B1) 3.00 (B1) 4.00 (B2) 5.50 (C1+) 4.00 (B2) - 

SD - 0.53 0.52 0.15 0.50 0.52 - 
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Figure 2. Automated CEFR analyzer mapping for B2 text 

 

 

The variability in CEFR levels assigned by different tools for the same texts underscores the 

complexity of automated text classification. For instance, the ChatGPT 3.5 model and Cathoven AI often 

provided different CEFR levels compared to traditional tools like the GSE Text Analyzer and Text Inspector. 

This variability can be attributed to the distinct algorithms and linguistic features each tool emphasizes. 

ChatGPT, for example, utilizes advanced NLP techniques, whereas GSE and Text Inspector rely on more 

traditional readability metrics and lexical profiling frameworks. The mean CEFR levels assigned by the tools 

show a range from B1 to C1+ for B1 texts and from B1 to C2 for B2 texts. Such broad ranges indicate a lack 

of consensus among the tools, which could lead to challenges in standardizing text difficulty levels across 

different educational contexts for teachers, material developers, and even policymakers. Alignment validity is 

a concern for CEFR [23] and can be a challenge in providing coherent results. For instance, it is still 

questionable whether different readers at the same B2 level can perform all the tasks described in A1 and A2. 

An ongoing discussion of whether to take linguistic quality and quantity as a measure of language ability is 

still in question. There is no empirical evidence to support that language learners at a B2 level can do all the 

A2 tasks to reach B2. Hence, more research is needed to explore different dimensions of CEFR that are still 

unknown. For instance, it could be seen from the findings that the topic or content of a passage may influence 

the overall outcome of CEFR level by automated instruments.  

It is noteworthy to mention that across these ten B1 texts, 9 out of 10 stories are about ‘location’, 

with one about an event (Valentine’s Day). Examining the automated instruments used, it appears that most 

automated instruments map one level more advanced for the CEFR. For instance, Chat GPT 3.5, an NLP tool 

with a machine learning algorithm, generated a text about Valentine’s Day to be at the level of B2 whereas 

the majority of other tools map the passage to be at a B1 level. Similarly, the result from the B2 texts shows 

that when a passage is about a ‘location’, Chat GPT 3.5 tends to map them to be at the B1 level, with 

historical text passages (Benjamin Franklin and the Kite and Hot Air Balloons: A Fun History) and with 

historical events (The longest and most scenic Train Ride) to be at the B2 level. Comparing the result 

between ChatGPT 3.5 and the lexical profile framework by Text Inspector from the B1 passages, Text 

Inspector maps an overall CEFR of a story about valentine’s day to be at C2 level where the majority 

passages relating to ‘location’ are at the C1 and C1+ level. Similar to the passages from B2 texts, the lexical 

profile framework by Text Inspector maps the overall CEFR level of content about ‘location’ to be at B1+ to 

C1. However, when the passages are about ‘animal’ or ‘history’, the result changes to C2 (Animal and 

Benjamin Franklin and the Kite). Here, it is possible that content and words used within different text genres 

may influence the overall CEFR level, similar to the context of previous studies [24], [25]. 

Not only does the traditional lexical profile framework from Text Inspector show an interesting 

result that may be influenced by what the story is about in generating the overall CEFR but also the Cathoven 

AI version 2.0. From B1 texts, Cathoven AI generated 9 out of 10 texts about a location to be at B1-B2 level 

with only one to the C1 level. Similar to the previous automated instruments, Cathoven AI generated an 

overall CEFR level for valentine’s day to be C1. Similar to the group of B1 texts, Cathoven AI appears to 
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rate most B2 texts as B1 with only a few at B2, especially when the topic is related to historical text types. 

This shows that the text about valentine’s day may contain words, phrases, or grammatical structures that 

may be more complex or infrequent. Compared to all automated instruments, Text Inspector maps a text 

about valentine’s day to be at the highest level of CEFR at C2. To examine further, the scorecard from Text 

Inspector was investigated which shows that the overall CEFR determined by the lexical sophistication from 

the EVP and BNC is at C2+. This indicates that although a corpus-based approach may provide users with 

fast and consistent results in generating text difficulty based on the CEFR guidelines, the accuracy of the 

generated CEFR indicator for a particular text needs to be carefully interpreted. Previous studies have 

explored different aspects of CEFR linguistic features using a corpus-based approach, but most relates to 

identifiable features, not conceptual association [26]–[28]. 

The GSE Text Analyzer by Pearson provides a very consistent result (SD=0.15). It can be seen in 

Figure 1 that the overall CEFR result generated by the GSE text analyzer is very consistent although the 

intended level of B1 may not match. Since the GSE text analyzer generated the valentine’s day text to be at 

B2, another text was used to compare (The Grand Canyon) which mapped to be at the same B2 level by the 

GSE Text Analyzer (the CEFR level of The Grand Canyon is different when compared by other text analyzer 

programs). Alignment of scores of the GSE scale to the CEFR is shown in Table 5. The GSE scale for 

valentine’s day is at 64-68 whereas The Grand Canyon is at 62-66. The GSE range for B12 is at 59-75, 

therefore, the result generated by the GSE text analyzer is not surprising. As intended by the Pearson research 

team, GSE could provide a fine-grain granular descriptive system to define graded learning, teaching, and 

assessment objectives. This implies that while CEFR can indicate the difficulty level as an overview, other 

scales could be used as an additional measurement for a more accurate representation of text difficulty. 

Figure 2 shows that the GSE text analyzer can accurately map the level of all texts to the B2 level as the text 

material producers intended to produce. More research needs to be done on the leveling of text difficulty in 

the GSE text analyzer and CEFR, especially on the alignment of specific point ranges and CEFR levels. 
 

 

Table 5. Alignment of scores to the CEFR 
CEFR GSE 

Below A1 10-21 

A1 22-29 

A2 30-35 

A2+ 36-42 

B1 43-50 
B1+ 51-58 

B2 59-66 

B2+ 67-75 
C1 76-84 

C2 85-90 

 

 

The study findings could be a starting point to investigate further the coherence of automated 

instruments when analyzing CEFR Texts. Users may also delve into linguistic features of text, not only the 

traditional linguistic features like vocabulary and grammar points used but also consider the role of concepts 

embedded in a text. For instance, semantic association as one of the linguistic features of text may be a factor 

in influencing text difficulty level. Although a text identified to be at the same level of B2 may be 

challenging to read due to differences in content (e.g., history, narrative, and science fiction), the pattern of 

abstract concepts embedded in the content presented in B2 reading materials is often overlooked. If this is the 

case, additional qualitative metrics may need to be proposed and included in addition to the traditional 

quantitative measures and AI tools available today [29]–[33]. 

 

 

5. CONCLUSION 

This study highlights the significant inconsistencies among various automated CEFR text 

classification tools, including ChatGPT 3.5, Cathoven AI, GSE Text Analyzer, Text Inspector, and Oxford 

Text Checker. Despite advancements in NLP and machine learning, these tools demonstrate varied results for 

the same texts, underscoring the complexity and challenges of automated text classification in educational 

settings. Traditional readability metrics and lexical profiling frameworks often provide consistent but higher-

level classifications compared to advanced NLP-based tools. The broad range of CEFR levels assigned for 

the same texts raises concerns about reliability and standardization, which are critical for educators, material 

developers, and language assessment professionals. The content and genre of texts significantly influence 

CEFR classification, indicating a need for further research into qualitative aspects of text classification, 

including semantic associations and thematic content. To enhance the reliability and applicability of these 
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tools, future research should expand sample sizes, include diverse texts, and integrate qualitative metrics with 

traditional quantitative measures. Continuous advancements and validation efforts are essential to improve 

the accuracy and reliability of automated CEFR text classification tools for effective language teaching and 

assessment. As communicative language teaching becomes more prominent across the globe, the CEFR 

guideline provides what language learners need to be able to do with language at different levels, not how 

many complex sentences they can produce. Therefore, the use of language differs since cultural backgrounds 

and genres are always involved and could be reflected through written text.  

As for the broader community, one significant finding that the study provides is that the field of 

computer science and algorithmic developers will need to fine-tune or calibrate algorithms in different 

automated tools with a better understanding of what is involved in the classification of texts based on the 

CEFR guideline. Factors relating to cultural norms of different communities and genres will need to be taken 

into account. Future tool development should account for the influence of content and genre on CEFR 

alignment to improve accuracy. Researchers and practitioners should also integrate both quantitative and 

qualitative methods to provide a more comprehensive assessment of text difficulty. Addressing these issues 

will help create more reliable tools that better support language education and research. Lastly, one of the 

major implications of this study is that it could initially be used to confirm the need for a more qualitative 

approach when doing text difficulty classification. Policymakers in language education may need to be aware 

of the consistency among today’s automated CEFR analyzers. Before making a decision relating to text 

difficulty for target learners, policymakers may have to ensure that the generated results from automated 

tools are consistent with the qualitative CEFR text identification approach. 
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