
International Journal of Evaluation and Research in Education (IJERE) 

Vol. 14, No. 2, April 2025, pp. 1065~1074 

ISSN: 2252-8822, DOI: 10.11591/ijere.v14i2.31839      1065  

 

Journal homepage: http://ijere.iaescore.com 

Examining GenAI readiness and behavioral intention of adult 

learners: a PLS-SEM and IPMA approach 
 

 

Josephine Ie Lyn Chan, Saw Fen Tan, Cheng Meng Chew 
School of Education, Humanities and Social Sciences, Wawasan Open University, George Town, Malaysia 

 

 

Article Info  ABSTRACT 

Article history: 

Received Jun 26, 2024 

Revised Sep 24, 2024 

Accepted Sep 30, 2024 

 

 In the current rapidly changing technological landscape, emerging 

technologies such as generative artificial intelligence (GenAI) continue to 

disrupt adult learners’ preparedness for the AI-driven future in the workplace 

and in society. This study aimed to explore the factors of adult learners’ 

behavioral intention towards adopting GenAI. A quantitative approach was 

used where a self-administered online survey was randomly distributed to 

existing adult learners at an open and distance learning (ODL) institution in 

Malaysia. There were 484 responses, however, due to straightlining and 

outlier issues, only 460 were usable. Data analysis used SPSS version 28 for 

data cleaning and descriptive statistics, and SmartPLS 4 to perform partial 

least squares structural equation modelling (PLS-SEM) and the assessment 

of importance-performance matrix analysis (IPMA). The findings indicated 

that GenAI readiness constructs of ability and ethics positively predict adult 

learners’ intention to adopt GenAI. Management of the university should 

address the performance gap in ability, maintain ethical awareness, and 

improve the performance of vision and cognition. 
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1. INTRODUCTION  

Artificial intelligence (AI) has evolved significantly since its inception, transforming numerous 

aspects of modern society [1], [2]. Over the decades, AI has progressed from its early stages in the 1940s and 

50s to experiencing exponential growth in the 21st century, driven by advancements in computational power 

and technology [1]–[3]. This evolution has led to the emergence of generative artificial intelligence (GenAI) 

technologies, such as ChatGPT, Midjourney, and Heygen. GenAI possesses the ability to learn from vast 

datasets, recognize complex patterns, and generate novel outputs that resembles human-like intelligence [4]. 

This advancement has ushered in a new era of AI applications, from natural language processing and image 

generation to creative storytelling and music composition, sparking tremendous attention for their potential 

applications across various industries, including education [2], [3]. As emerging technologies such as GenAI 

continue to shape various industries and sectors, it is crucial for universities to cultivate learners’ readiness to 

engage with GenAI effectively and responsibly [5]–[7]. This readiness involves having technical proficiency 

and ability, cognitive understanding, ethical awareness, and a forward-thinking vision regarding GenAI 

applications. When GenAI readiness is present, these learners will then have the behavioral intention to use 

or accept GenAI.  

However, in reality, particularly among adult learners at open and distance learning (ODL) 

universities, limited face-to-face interaction and usage of traditional teaching methods may prevent the 

https://creativecommons.org/licenses/by-sa/4.0/
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development of GenAI readiness among ODL adult learners [8]. For instance, they may not be able to 

experience nuances of communication from direct interpersonal interaction, neither will they be able to 

receive immediate feedback and support which are essential to building confidence and proficiency using 

GenAI technologies. This situation could lead to potential gaps in adult learners’ preparedness for the  

AI-driven future in the workplace and in society. Without targeted interventions and support from the 

universities, adult learners may face challenges in fully embracing GenAI and leveraging its potential to 

enhance their learning experiences and future work. 

The existing literature on GenAI readiness and behavioral intention among students reveals several 

significant gaps. First, there is a lack of comprehensive studies focusing on what influences students’ readiness 

for GenAI technologies [5]. Recent research indicates a strong interest in AI readiness of students in the 

medical or science fields [7], [9], [10]. Second, despite the growing prominence of GenAI in the educational 

context, there are relatively few studies that have explored perceptions and intentions of students to use GenAI 

technologies such as ChatGPT to enhance learning environments that create effective learning experiences [2]. 

Finally, the slow uptake of AI technologies in current educational settings may be due to neglecting socio-

techno factors. For instance, extant studies emphasize the significance of understanding students’ and 

educators’ preferences, social dynamics, and ethical considerations; however, these factors are often not 

prioritized in the development and deployment of AI technologies in the educational systems [3], [11]. These 

gaps suggest further research is needed to inform discussions on learners’ readiness and behavioral intentions 

towards AI or GenAI tools. Against this backdrop, we intend to examine adult learners’ readiness for GenAI 

and their behavioral intention within the specific context of ODL education. Insights gained from the findings 

of the study should be able to inform the design of appropriate interventions and policies to enhance GenAI 

preparedness among adult learners in the university. The study is based on two research questions: 

i) What is the relationship between GenAI readiness and behavioral intention of adult learners? 

ii) What is the most significant GenAI readiness factor predicting behavioral intention of adult learners? 

 

 

2. RELEVANT STUDIES AND HYPOTHESES DEVELOPMENT 

Technology readiness and acceptance model (TRAM) was derived from the integration of 

technology readiness index (TRI) and technology acceptance model (TAM) to provide a robust framework 

for understanding user acceptance of new technologies [12]. According to TAM, as posited by Davis [13], 

perceived usefulness and perceived ease of use are fundamental determinants of behavioral intention. This 

model has been empirically validated across studies. For example, Estriegana et al. [14] reported that 

students are more inclined to adopt the technology if they find it useful in enhancing their writing 

performance. Similarly, Yang and Wang [15] observed that the perceived ease of use is a critical and positive 

influence on students’ intention to use machine translation. 

Technology readiness refers to “people’s propensity to embrace and use new technologies to 

accomplish goals in home life and at work” [16]. It measures whether an individual is ready to use a new 

technology [17]. Lin et al. [12] integrated the TRI into TAM, proposing the TRAM. Based on their analysis, 

perceived ease of use and perceived usefulness mediate the relationship between readiness and intention. 

Supporting these findings, Başgöze [18] reported that technology readiness’s impact on mobile shopping 

intention is mediated by both perceived usefulness and ease of use. Likewise, Chen and Lin [19] found that 

technology readiness significantly and positively affects the perceived ease of use and usefulness of dietary 

and fitness apps. With this readiness, it is also able to predict the intention to download and use the apps. 

As Lin et al. [12] articulated, technology readiness is a construct that is specific to the individual and 

not tied to any particular system. This means it encompasses factors that are inherent to the individual, 

whereas perceived usefulness and perceived ease of use are constructs linked to the characteristics of a given 

system. The current study is set to investigate how the personal factors of adult learners contribute to their 

behavioral intentions regarding GenAI use. Considering the range of GenAI tools available, which vary in 

ease of use and usefulness, it is possible that learners are evaluating different GenAI tools based on these 

varying system-specific factors. Therefore, this study excludes perceived usefulness and perceived ease of 

use, focusing instead on the individual factors’ readiness, that drive behavioral intention. 

Studies have also documented the direct impact of readiness on behavioral intention. Study by  

Omar et al. [20] highlighted that farmers’ technology readiness predicted their behavioral intention to adopt 

the e-AgriFinance app. Rahim et al. [8] discovered that academic staff’s technology readiness directly affects 

their behavioral intention to use ODL technology during the COVID-19 pandemic. Similarly, Anh et al. [21] 

noted that technology readiness positively influences the intention to apply AI in the accounting and auditing 

fields. In the context of this study, we explore the influence of GenAI readiness among adult learners on their 

behavioral intention to use GenAI. 
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Several research [6], [7] proposed the concept of AI readiness that has been redefined for medical 

students and educators, respectively. According to them, AI readiness consists of four constructs: cognition, 

ability, vision, and ethics. Cognitive readiness refers to an individual’s understanding of the importance and 

function of AI in education, and the relationship between human and AI. The ability aspect is related to an 

individual’s skills and competence in selecting and using AI for learning. Vision relates to an individual’s 

recognition of AI’s potential and limitations in the educational sector. Lastly, the ethics construct refers to the 

adherence to ethical and legal norms and regulations in AI’s educational usage. As such, we hypothesize that: 

i) GenAI readiness has a positive significant influence on behavioral intention (H1); ii) ability has a positive 

significant influence on behavioral intention (H1a); iii) cognition has a positive significant influence on 

behavioral intention (H1b); iv) ethics has a positive significant influence on behavioral intention (H1c); and  

v) vision has a positive significant influence on behavioral intention (H1d). 

 

 

3. METHOD 

The current study is a quantitative self-administered survey based on purposively sampling. The 

required sampling size followed Hair et al. [22] rule of thumb of “10-times the maximum number of 

arrowheads” towards the dependent variable. Since there are four arrowheads of the constructs of ability, 

cognition, ethics, and vision pointing towards behavioral intention, the minimum sample size should be 40. 

The participants selected are all undergraduate and postgraduate students at an ODL institution who are 

active during the May 2023, September 2023, and January 2024 terms. The survey contains demographic 

items and the measurement items used to operationalize the construct were adapted from extant studies on 

technology readiness and behavioral intention. Specifically, we adapted items for GenAI readiness 

comprising of ability (6 items), cognition (5 items), ethics (4 items), and vision (3 items) from [6], [7], while 

items for behavioral intention (3 items) were adapted from Lai and Lee [23]. All items were rated on a  

5-point Likert scale from 1 (strongly disagree) to 5 (strongly agree). Figure 1 illustrates all the hypothesized 

relationships examined in the study. Approval was given by the university’s ethics committee to conduct the 

study. Respondents’ participation was on a voluntary basis where they were informed of the purpose of the 

study and assured of confidentiality and anonymity as the data collected will be aggregated. 

Prior to data collection, a face and content validity were conducted on the survey items and layout 

where four experts provided feedback. The survey was then revised accordingly. In total, 484 surveys were 

completed; however, 24 had to be deleted due to straight-lining or outlier issues. Thus, 460 responses were 

used in this study. The responses collected met the required minimum sample size of 40. Table 1 shows the 

respondents’ profile summary. In general, there is nearly equal male and female respondents, with an 

approximate average age of 34 years; the majority of respondents are from the School of Business and 

Administration (54.13%) and mostly entering the university through regular type of entry. Additionally, a 

high percentage (68.04%) of the respondents have limited experience in using GenAI. 

 

 

 
 

Figure 1. Research model 
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Table 1. Demographic profile of respondents (n=460) 
Profile items Frequency Percentage (%) 

Gender Male 198 43.04 
 Female 262 56.96 

School School of Business and Administration 249 54.13 

 School of Technology and Science 106 23.04 
 School of Education, Humanities, and Social Sciences 101 21.96 

 School of Digital Technology 4 0.87 

Type of entry Regular 271 58.91 
 APEL 189 41.09 

GenAI usage experience No experience 156 33.91 

 Little experience 157 34.13 
 Some experience 102 22.17 

 Good experience 41 8.91 

 Extensive experience 4 0.88 
Age Mean 

Standard deviation 

34.32 

9.30 

 

 

 

Data was first analyzed using SPSS version 28 (for data cleaning and descriptive statistics). Next, 

SmartPLS 4 was used to assess the measurement (validity and reliability) and structural models (hypotheses 

testing), and conducting importance-performance matrix analysis (IPMA). According to Hair et al. [22], 

IPMA extends the basic PLS-SEM findings as it contrasts the total effects (importance) of the structural 

model and average values of the latent variable scores (performance) of the dependent construct, thus, 

highlighting significant areas of improvement. IPMA can also be used for constructs and indicators. 

 

 

4. RESULTS 

4.1.  Measurement model 

We used SmartPLS 4 to conduct the partial least squares structural equation modelling (PLS-SEM) 

on the research model. We followed the two-stage analysis procedures recommended by Hair et al. [22]. 

First, we tested the measurement model for validity and reliability. According to Hair et al. [22], convergent 

validity ensures multiple items that measure the same concept are not contradicting one another. It is 

determined with loadings, average variance extracted (AVE), and composite reliability. The loadings were all 

more than the threshold value of 0.7, while both the composite reliabilities and AVE were all also higher than 

the required values of 0.7 and 0.5 respectively, as presented in Table 2. Additionally, discriminant validity 

was also established between the constructs (Table 2) as the heterotrait-monotrait (HTMT) values were less 

than the 0.90 [24]. 

 

 

Table 2. Results of measurement model 

Model construct 
Reliability and convergent validity Discriminant validity-HTMT 

Factor loading range CR (>0.7) AVE (>0.5) BI AB CO ET VI 

Behavioral intention (BI) 0.923–0.942 0.952 0.868 ***     

Ability (AB) 0.862–0.917 0.962 0.808 0.635 ***    

Cognition (CO) 0.841–0.887 0.936 0.745 0.514 0.800 ***   
Ethics (ET) 0.800–0.897 0.921 0.745 0.584 0.718 0.663 ***  

Vision (VI) 0.848–0.895 0.911 0.773 0.566 0.815 0.746 0.827 *** 

Note: CR=composite reliability; AVE=average variance extracted 

 

 

4.2.  Structural model 

 As the measurement model was assured of construct validity and reliability, we continued with 

testing the structural model according to Hair et al. procedures [22]. The structural model captures all the 

hypothesized relationships between the constructs examined in this study. We also tested collinearity issues 

among the constructs. The constructs met the collinearity outer model threshold value of less than 5.0. In the 

structural model, we analyzed the path coefficients, the t-values and their significance levels, and confidence 

intervals, through a 5,000 resampling bootstrapping process, as they indicate how well the data supported the 

hypothesized relationships of the research model, as shown in Table 3 and Figure 2. 

Two hypotheses (H1a and H1c) were supported as GenAI readiness of ability (β=0.438, p<0.01) and 

ethics (β=0.241, p<0.01) were positively significant to behavioral intention. The other two hypotheses (H1b 

and H1d) were not supported as GenAI readiness of cognition ((β=0.604, p<0.01) and vision (β=0.025, 

p>0.05) were found not significant to behavioral intention. The R2 of behavioral intention is 0.392 meaning 
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that 39.2% of the variance in behavioral intention can be explained by GenAI readiness of ability and ethics. 

Following Hair et al. [22], for assessing the effect size (f2), the findings indicate small effect size for ability 

and ethics as the values are more than 0.02 (small effect) but less than 0.15 (medium effect). The Q2 value for 

the endogenous construct (behavioral intention) is at 0.370 which is more than the criteria of more than zero. 

Hence, predictive relevance of the research model was established. 

 

 

Table 3. Results of structural model 
Relationship Std beta (β) t-value 95% Confidence interval  Effect size (f2) Decision 

H1a. Ability→behavioral intention 0.427 5.749** [0.277, 0.565] 0.096 Supported 

H1b. Cognition→behavioral intention 0.006 0.091 [-0.124, 0.135] 0.000 Not supported 

H1c. Ethics→behavioral intention 0.227 3.199** [0.088, 0.364] 0.037 Supported 
H1d. Vision→behavioral intention 0.024 0.365 [-0.103, 0.154] 0.000 Not supported 

Note: **p<0.01; *p<0.05 

 

 

 
 

Figure 2. Results of structural model bootstrapping 

 

 

4.3.  Importance-performance matrix analysis 

 Next, we conducted the IPMA analysis. As mentioned earlier, IPMA is useful as it is able to extend 

the findings of PLS-SEM. An IPMA map was constructed for the GenAI readiness constructs as presented in 

Figure 3 using the performance and importance measures and data of this study. Table 4 shows the IPMA 

results based on total effects and performance. Based on performance, ethics has the highest perceived 

performance score (71.061), followed by vision (69.251), ability (69.210), and cognition (64.899). To 

identify areas for improvement, the IPMA scores for each construct can be compared. If the performance 

score is lower than the importance score, it indicates a performance gap that needs to be addressed. For 

example, although ability has high importance (0.427), its performance score is slightly lower, suggesting a 

gap that may require attention. Moreover, ethics ranks second highest in importance and highest in 

performance, indicating that it is significant and effective. On the other hand, cognition ranks the lowest in 

both importance and performance, suggesting an area where improvements may be needed. 
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Figure 3. IPMA construct map 

 

 

Table 4. Results of IPMA constructs 

Indicators 
GenAI readiness 

Importance (total effects) Performance (index values) 

Ability 0.427 69.210 

Cognition 0.006 64.899 

Ethics 0.227 71.061 
Vision 0.024 69.251 

 

 

5. DISCUSSION 

The PLS-SEM analysis revealed mixed findings for the relationship between GenAI readiness 

(ability, cognition, ethics, and vision) and behavioral intention to adopt GenAI. Firstly, neither GenAI 

readiness of cognition nor vision significantly affects the intention to use GenAI. This insignificance may be 

due to theoretical knowledge of GenAI does not necessarily lead to an intention to use GenAI [25]. 

Specifically, adult learners may understand the importance of GenAI for education; however, this does not 

automatically mean they will intend to use the GenAI in their learning. According to Chan and Zhou [25], 

knowing GenAI’s definition, strengths and weaknesses are not enough for students to want to use GenAI. 

What is more important is for the students to have AI literacy and guiding them to use AI in a practical and 

effective manner. Dahlkemper et al. [26] revealed that students with prior experiences using AI will be more 

positive towards AI, thus, use it more often. In our study, the adult learners’ demographic profile indicated 

that a high percentage of them have little or no experience using GenAI. This could explain the insignificance 

of cognition towards the intention to use GenAI. As students’ cognitive readiness increases, they will be able 

to understand AI’s role and significance in education and have awareness of the collaborative nature between 

humans and AI [6], [7]. Chan and Hu [27] argue that frequency of using GenAI can increase the intention to 

use AI. Perhaps if the university encourages or incorporates the use of GenAI in the adult learners’ 

assignments or in the curriculum will the cognitive readiness increase [3]. Besides, GenAI garnered more 

interest since the popularity of ChatGPT at the end of November 2022 [28], and adult learners may still be 

uncertain regarding the benefits and potential of GenAI in their learning process. 

As for vision, being one of GenAI readiness constructs, it relates to having a forward-looking 

outlook on GenAI’s potential role in transforming education [6], [7]. Vision may be influenced by the 

strategic goals of the institution and the broader educational policies at play. For instance, Arizona State 

University, which have a clear strategic vision for AI, are currently working with OpenAI to enhance student 

achievements, create new innovative research opportunities, and increase organizational efficiency [29]. 
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Through this strategic move, faculty and students may be more likely to align their own vision with that of 

the institution, thereby enhancing their readiness to adopt AI [29]. However, the ODL institution in this study 

has yet to have such strategic vision, thus, it is not surprising that the vision was found insignificant towards 

intention to adopt GenAI. 

Secondly, GenAI readiness of ability and ethics have a significant positive relationship with 

behavioral intention, indicating that they are strong predictors of behavioral intention towards GenAI. Adult 

learners’ ability in this study is a significant predictor of their intention to use GenAI. Here, the ability aspect 

involves the learners’ skills and competence to select and use AI for learning [6], [7]. It is important to note 

that the measure of ability in this study does not capture the actual skills in using GenAI but rather the adult 

learners’ perception of their capability. This concept is similar to the concept of perceived competence in the 

self-determination theory [30], self-efficacy [31], and perceived knowledge [32]. Kwak et al. [33] reported 

that self-efficacy predicts nursing students’ behavioral intention in using AI-based healthcare technology.  

In research by Luik and Taimalu [32], it was found that student teachers’ perceived knowledge about 

integrating technology had an indirect effect on the intention to use it. In the context of this study, the 

perceived ability to use GenAI in an ODL institution can be significantly influenced by the availability of 

resources, training, and institutional support. In higher learning institutions that provide robust support for 

GenAI integration such as through workshops, AI-powered tools, and accessible technology infrastructure, 

faculty and students are more likely to feel confident in their ability to use AI. For example, Mudawy [34] 

confirmed that familiarity to AI applications can be strengthened through training and support which can help 

facilitate better integration of new AI tools. Therefore, in order to increase the adult learners’ behavioral 

intention to use GenAI in their learning, hands-on workshops should be provided to them so that they have 

the knowledge and skills to use GenAI in their learning. 

The ethics construct relates to complying with ethical and legal norms and regulations when using 

AI [6], [7]. Data analysis shows that ethics positively affects adult learners’ behavioral intention to use 

GenAI. This finding suggests that students who understand digital ethics and ethical responsibilities tend to 

feel a greater sense of accountability when using GenAI in their learning which in turn increases their 

intention to use GenAI. Besides, they show a greater inclination towards its use when equipped with 

knowledge on how to protect their personal information. However, extant studies were unable to determine if 

having ethics awareness influence behavioral intention to use GenAI among students [33], [35]. Despite 

GenAI’s benefits in education, there is a need for clearer ethics guideline and transparency for adult learners 

to ensure responsible and ethical use of GenAI [36], [37]. As such, GenAI ethics should be integrated into the 

curricula and ethical frameworks established to prevent transparency, security and accountability issues when 

using GenAI [37]. The discussion of GenAI ethics has intensified with the rapid advancement of GenAI. 

However, most of the studies examined the ethical challenges [38] and different facets of ethics [39]. 

Research exploring the relationship between ethics and user behavioral intention is still in the infancy stage. 

Thus, this study contributes to the emergent body of knowledge by demonstrating how understanding and 

adhering to ethical norms shapes adult learners’ intentions to use GenAI in their learning. 

Finally, based on the IPMA results, there is a misalignment between the perceived importance and 

actual performance of GenAI readiness constructs among adult learners. Ability and ethics emerge as the two 

most essential constructs of GenAI readiness. Having the highest importance, ability is a critical factor in 

predicting behavioral intention to adopt GenAI among adult learners. The performance level is moderate, 

indicating that learners perceive themselves as somewhat capable of using GenAI, but there might still be 

room for improvement. Under the ODL context, adult learners are exposed more to the digital online realm 

than face-to-face interactions [8]. Besides that, they have to balance work, family, and education [40]. Thus, 

having the ability readiness to adopt GenAI is definitely needed. Institutions of higher learning should 

support and enhance adult learners’ abilities through focused training programmers, user-friendly GenAI 

tools, and on-going technical support [34]. Ethics, being ranked second in terms of importance, is also 

deemed important in influencing behavioral intention to adopt GenAI. Having the highest performance 

indicates that ethical concerns about privacy, data security, and fairness in GenAI usage are being adequately 

addressed. Ethical considerations are important, especially for adult learners who may be wary of using 

GenAI due to data privacy issues or biased algorithms. Hence, institutions should continue to emphasize and 

communicate ethical AI usage and guidelines that reassure adult learners [36], [37]. 

Cognition and vision, on the other hand, are perceived as less critical, although their performance 

levels vary. Cognition placed lowest in importance as well as in performance. This result reinforces the 

insignificance of cognition and that it has minimal impact on behavioral intention, suggesting that adult 

learners may not have a deep understanding of GenAI, its functions, and features. Adult learners could be 

more interested in the practical aspects of GenAI [3], [25] instead of in-depth cognitive understanding. While 

it may not be necessary to enhance the cognitive GenAI readiness of adult learners, institutions could provide 

optional resources for those interested to learn more about AI or GenAI, without making it a core component 

of the GenAI adoption strategy. Despite its low importance, the performance level of vision is moderate.  
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The finding indicates that for adult learners, immediate benefits and practical applications of GenAI are 

likely to be deemed more important than long-term visions of GenAI’s role in ODL. Adult learners may 

focus on GenAI tools that provide direct support in their current learning context over broader visionary  

ideas [27], [34]. Promotion of potential future GenAI benefits is inevitable due to its rapid influence in the 

education sector [4], [28]. Institutions may want to consider discussions on AI in their long-term strategy. 

 

 

6. IMPLICATION 

6.1.  Theoretical implications 

On a theoretical basis, the current study’s findings confirm that the research model and measurement 

scales adapted from several studies [6], [7], [23] are valid and reliable for measuring GenAI readiness among 

adult learners from an ODL university. This expands the scope of the literature, which has largely focused on 

educators, medical students, and building information modeling (BIM) users. Additionally, the study also 

provides evidence that out of the four GenAI readiness constructs, ability and ethics are significant predictors 

of adult learners’ behavioral intention to use GenAI. Between these two constructs, ability is the stronger 

predictor of behavioral intention. As such, the study contributes towards new insights into a different set of 

GenAI readiness constructs (ability, cognition, ethics, and vision) that influence the behavioral intention of 

GenAI among adult learners, instead of constructs of optimism, innovativeness, discomfort, and insecurity 

which are commonly used in extant studies [8], [16]–[19], [23]. 

 

6.2.  Practical implications 

The PLS-SEM findings and IPMA data reveal several practical implications for each GenAI 

readiness construct of adult learners in an ODL university. In general, adult learners in the ODL context often 

juggle with various work commitments and family responsibilities [40]. They may prefer straightforward, 

practical tools that enhance their learning experience without requiring deep cognitive engagement or 

visionary thinking. These adult learners are likely more concern with how GenAI can solve their immediate 

challenges such as time management [27], access to resources [27], [34], and ethical concerns [37], [38] 

rather than how GenAI might transform education in the long run. More specifically, the GenAI readiness 

constructs of ability and ethics are the most critical in influencing adult learners’ behavioral intention to 

adopt GenAI. Institutions of higher learning should prioritize maintaining and enhancing these two areas. For 

ability, it could mean offering more hands-on training, simplified interfaces, and user support. For ethics, it is 

key to continue building trust through transparent AI policies and ethical practices. Cognition and vision have 

low importance. This finding suggests that while these two constructs may contribute to a deeper 

understanding and long-term engagement with AI, they are not immediately impactful on the decision to 

adopt GenAI. Institutions of higher learning could consider them as lower priorities and focus more on 

practical aspects that directly enhance the learning experience of adult learners.  

 

 

7. CONCLUSION 

The study examined the behavioral intention of adult learners towards GenAI adoption within an 

ODL higher learning institution. The novelty of this study is its exploration of the dimensions of GenAI 

readiness–ability, cognition, ethics, and vision–rather than the commonly used dimensions of innovativeness, 

optimism, discomfort and insecurity. Moreover, its context is based on a more specific context of adult 

learners and ODL. Additionally, data analysis was extended to include the IPMA approach, offering valuable 

insights in the dimensions of GenAI readiness. Overall, the study’s findings contribute significantly to the 

technology/AI readiness literature, highlighting areas for improvement and providing recommendations to 

university managers and policymakers. Specifically, the PLS-SEM results indicate that ability and ethical 

readiness significantly predict adult learners’ intention to adopt GenAI, aligning with IPMA results. 

However, the insignificance and relatively low performance of cognition and vision suggests a need for 

further exploration of these constructs in future research.  

Additionally, although statistically significant, the small effect sizes of ability and ethics highlight a 

need for further investigation to better understand the relationship between these factors and behavioral 

intention. The study’s scope which is limited to one ODL institution, restricts generalization. Subsequent 

studies should consider expanding the sample to include diverse learning environments such as other private 

higher learning institutions and public universities. Exploring antecedents of GenAI readiness and examining 

deeper into the ethics-behavior relationship are recommended. These future research avenues could provide 

valuable insights into ensuring wider GenAI adoption. 
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