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 Concerns among students have increased due to the use of test scores in 

decision-making, leading them to question whether their results accurately 

reflect their abilities, especially when they perceive subjectivity in rater 

scoring. This study explores the effects of rater bias on portfolio assessment 

scores among student teachers in the colleges of education in Ghana. A 

sample of 207 student portfolios, scored by tutors, was analyzed using a 

three-facet design model and the FACET software. The findings revealed 

that tutors exhibited varying rating behaviors, including severity, leniency, 

and halo effects. These differing rating patterns were found to impact the 

students’ portfolio scores, suggesting that the subjectivity of raters plays a 

crucial role in the assessment process. 
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1. INTRODUCTION 

Portfolio assessment has gained significant popularity in the educational field. Alongside this increase 

in usage, concerns have been raised by educators, policymakers, and researchers about the potential flaws 

associated with using human scorers. Although portfolios are used to gather evidence to inform decisions on the 

professional development of pre-service and in-service teachers [1], the assessment is predominantly carried out 

by human raters, which introduces subjectivity when grading students’ portfolio work. Rater subjectivity in this 

study reflects any actions of the rater that systematically influence test or assessment scores [2]. Such actions 

may include individual biases, understanding of the scoring rubrics, and the influence of extraneous factors such 

as student behavior, handwriting, or relationship with the student. Raters might unintentionally let their personal 

beliefs or experiences influence their evaluations, resulting in inconsistent grading practices [3]. 

The emphasis on test results as the primary measure of student achievement or ability has heightened 

student concerns [4]. Studies have reported that students frequently express concerns about the assessment 

process, particularly their grades or test scores [5]. These concerns often stem from the belief that teachers or 

raters exhibit subjectivity when grading [6]–[8]. In contrast to multiple-choice questions, the scoring of portfolio 

tasks is subject to various human-related factors that can influence the consistency and reliability of scoring  

[9]–[11]. These factors include but are not limited to the scoring methods employed by raters [12], [13], the 

gender and professional backgrounds of raters [14], [15], understanding of the scoring criteria [15], the number 

of raters involved in the scoring process [16]–[18] and the extent of rater training [19]. Considering the 

extensive amount of written work generated by students and the inconsistencies in grading practices among 

raters, there is general concern regarding the fairness, reliability, and validity of portfolio scores [20]. 

https://creativecommons.org/licenses/by-sa/4.0/
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The preference for performance-based assessment coupled with the strong advocacy that education 

should be student-centered in the 21st century justifies the current changes in educational practices and 

philosophy [5], [7]. This has made portfolio-based learning and assessment more popular among educators 

[21]. As a tool for evaluation, it operates on the principles of experiential learning, that enables students to 

document, reflect on and learn from events. According to Black and Wiliam [20], using a portfolio provides 

detailed information on learning objectives, resources, and strategies to ensure that learning has taken place. 

In Ghana, for instance, portfolio assessment has been implemented across all public colleges of education to 

prepare student-teachers for the constantly evolving world. Student teachers are expected to undergo practical 

training by visiting a local school at the end of each semester. During these visits, they observe and learn 

from in-service teachers. After the visit, student teachers are to document their field experience, include 

relevant artifacts as evidence, and submit this documentation as their portfolio for scoring. Tutors evaluate 

the portfolios using an analytic scoring rubric. Since human raters are involved in scoring such constructed 

response tasks, the scores are likely influenced by the raters’ subjectivity. In a face-to-face discussion with 

students from four colleges of education, they expressed concerns about their grades, feeling that their scores 

did not accurately reflect their performance. Some students were unsure about how the tutors graded them 

and believed that certain peers were given preferential treatment. 

Research on portfolio assessment in Ghana has primarily focused on teachers’ assessment practices 

[22], [23], student teachers’ perspectives on portfolio assessment [1], teachers’ knowledge of assessment 

[24], and teachers’ grading practices [25]. However, the influence of raters on students’ portfolio scores has 

not been thoroughly explored. Based on this context, this study examines the rater effects in portfolio 

assessment in the colleges of education in Ghana. The current study examines the diverse rating patterns of 

tutors when scoring portfolios. 

 

 

2. THEORETICAL BASIS 

2.1.  The many-facet Rasch model (MFRM) 

The many-facet Rasch model (MFRM) is an extension of Georg Rasch’s basic two-facet model of 

person ability and item difficulty to consider other aspects of assessment settings that could produce a 

construct-irrelevant variation. The MFRM was created with examiner-mediated evaluations in mind; as a 

result, an aspect for examiner severity/leniency was introduced to account for examiners’ propensity to apply 

rating scales per their internal norms of relative leniency or severity. Like the Rasch model generates 

candidate ability estimates independent of the assessment items employed, the MFRM provides candidate 

ability estimates independent of the assessment items and examiners. Also included in the MFRM is the use 

of rating scale analysis. 

As an extension of the generic Rasch model to account for various aspects of measurement that could 

generate construct-irrelevant variation, Linacre [26] released his initial work on the MFRM in 1989. Application 

of the MFRM, for instance, can offer individual estimates of examiner severity, station difficulty, and candidate 

competence in a typical performance evaluation, such as portfolio scoring. The MFRM facilitates the 

substitution of real proficiency measurements for observed scores that include bias or another concept of 

irrelevant variation. In (1) depicts a three-facet MFRM in which candidate ability, rater severity, and item (or 

station) difficulty are functions of the log of the likelihood of obtaining rating k v. k - 1 on a rating scale. 

 

ln (
𝑝𝑛𝑗𝑘

𝑝𝑛𝑗(𝑘−1)
) = 𝜃𝑛 − 𝑎𝐽 − 𝛿𝑙 − 𝜏𝑘 (1) 

 

The MFRM detects examiners as well as items and candidates that do not follow the predicted pattern 

of answers contributing to the fundamental assessment of the underlying construct, in keeping with the 

prescriptive aspect of the Rasch model. This methodology differs from generalizability studies, which are 

more descriptive and attempt to account for all sources of variation in the data, and choice studies, which offer 

suggestions on sampling to lessen sources of construct-irrelevant variance [26]. The MFRM detects examiners, 

items, and candidates that do not follow the predicted pattern of answers contributing to the fundamental 

assessment of the underlying construct, in keeping with the prescriptive aspect of the Rasch model. 

 

2.2.  The hawk-dove effect 

One potential vulnerability of portfolio assessment is the variation among examiners in their level of 

leniency or strictness [27]. This phenomenon, often referred to as the ‘hawk-dove’ effect, entails hawks being 

inclined to fail most candidates due to exceptionally high standards, while doves tend to pass most 

candidates. The hawk-dove nomenclature is widely used in literature to distinguish between lenient and 

severe raters. The comparability of evaluation scores provided by several examiners is impacted by the 

harshness of the rater. Rater severity occurs when a rater shows significant resistance towards an agreed 



      ISSN: 2252-8822 

Int J Eval & Res Educ, Vol. 14, No. 3, June 2025: 1590-1596 

1592 

scoring pattern during training sessions [28]. In the end, failure to identify and manage rater severity could 

lead to unjust or inaccurate assessments of student proficiency. Studies by Eckes [28] have consistently 

shown that it is unrealistic to expect examiners to behave uniformly in terms of rating patterns. Several 

elements, such as professional or rating experience, attitudes, personality traits, the purpose of the 

assessment, and workload could influence the rating pattern of the rater making such a rater to be classified 

as either a ‘hawk’ or ‘dove’. Despite the simplicity of describing the hawk and dove phenomenon, it is 

crucial to develop a reliable statistical method to tackle such rating patterns or behaviors. 

 

 

3. METHOD 

The study employed the three-facet design within the MFRM framework. These facets included the 

student, tutor (rater), and item (portfolio). The scoring rubrics used by tutors in rating student’s portfolios use 

varying response categories across each section as a result partial credit modelling (PCM) was considered for 

this study. According to Masters [29], the PCM is most appropriate when response categories across items 

use different numbers or when the relative difficulty or complexity of tasks varies across sections.  

This study relied on pre-existing secondary data, which were extant data of students’ portfolio 

scores for a semester. Examining archival data for a purpose other than its initial intent has the potential to 

uncover or reassess emerging trends in assessment practices. It could offer researchers the opportunity to 

validate findings from other studies [30]. Employing the purposive sampling approach, a total of 207 student 

portfolios from the 2021/2022 academic year that were scored by tutors were obtained from two colleges of 

education. O’Mara et al. [31] recommend 20-30 observations per facet, therefore, the sample size used for 

this study was appropriate.  

In the colleges of education, student portfolios are assessed using the supported teaching in school 

rubric for college-based grading. This evaluation form has four components with various items scored on 

distinct rating scales. The component “personal philosophy,” underscores the importance of clearly expressing 

one's values, objectives, and convictions regarding teaching and learning. The subsequent component centers 

on “student reflection,” while the third element pertains to “photographs/artifacts,” which necessitates the 

inclusion of appropriate visual materials accurately depicting the activities conducted during each visit. Lastly, 

the fourth component, “post observation presentation or report,” emphasizes written and oral presentations. 

 

 

4. RESULTS AND DISCUSSION 

4.1.  Strictness and leniency behavior among raters 

The study investigates how raters behave when evaluating students' portfolios. This section focuses 

on the raters' levels of strictness and leniency in scoring. The analysis was conducted by examining the rater 

facet in the measurement report, which aimed to assess the scoring patterns of each rater concerning the 

scores assigned to each criterion of the scoring rubrics. The results are shown in Table 1. 

 

 

Table 1. Measurement report obtained for the rater facet 
Rater Logit measure SE Infit Outfit Fair average Observed average CI range 

R4 1.26 .07 .89 .93 4.00 4.32 1.12 1.4 

R3 .04 .07 .77 .89 3.41 3.31 -.10 .18 
R5 -.29 .09 1.42 1.23 3.27 3.11 -.47 -.11 

R1 -.30 .07 1.01 .95 3.27 3.08 -.44 -.16 

R2 -.70 .07 1.08 1.09 3.13 2.85 -.84 -.56 
Mean .00 .07 1.03 1.02     

Standard deviation .75 .01 .25 .14     

Model, sample: root-mean-square deviation (RMSE)=.08, standard deviation =.75 
Separation ratio=9.94; Separation index=13.59; Reliability of separation index =.99 

Model, fixed (all same) Chi-square=418.9; SD=4; p=.00 

Model, random (normal) Chi-square=4; SD=3; p=.26 

 

 

In the first column of Table 1, raters appear in the order of their strictness (severity), that is, from 

most severe to most lenient. Each severity measure constitutes an estimate of a rater’s “true” location on the 

latent variable. Thus, each measure is associated with some degree of estimation error. As evident from  

Table 1, the strictest rater was rater 4 (logit=1.26), and the rater showing the highest leniency was rater 2 

(logit=-.70). In addition, the standard error (SE) was used to define an interval around the estimate within 

which the value of the parameter is expected to fall at a time (the confidence interval (CI)). The strictness 

measure of rater 4 was estimated to be 1.26 logits, with SE=.07 with a lower limit CI of 1.12, and an upper 
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limit of 1.4. The width of a CI represents the degree of uncertainty inherent in a set of data. Hence, one can be 

more certain about rater 4’s measure than the rest of the raters. In addition, the CIs for rater 4 and the rest of 

the raters (R2, R3, R5, and R1) do not overlap, which implies that their measures are significantly different. 

However, the CIs for rater 5 and rater 1 overlap strongly, hence their measures are not significantly different.  

The infit and outfit values of the raters appeared to be acceptable (range .7 to 1.4), with the value of 

each rater being close to the expected value (1). Raters with fit values greater than 1.0 show more variation 

than expected in their ratings; this is called misfit (or underfit). Raters 1, 5, and 2 show high mean-square fit 

statistics. This indicates that they are not consistent (too unpredictable) in their judgment of similar 

performances. For performances of the same ability level, different ratings are awarded. By contrast, raters 

with fit values less than 1.0 show less variation than expected, indicating that their ratings are too predictable 

or provide redundant information; this is called overfitting. Rater 4 and 3 low mean-square statistics suggest 

that these raters are over-fitting (too predictable). In other words, these raters are highly likely to display a 

restriction of range. They tend to give similar ratings to performances of different ability levels, thus not 

discriminating. Additionally, the high values of separation ratio, separation index, and separation index 

reliability indicate that the raters differed in their scoring of the student’s portfolios. Similarly, the fixed-effects 

Chi-square value was significant, suggesting that the raters exhibited different behaviors when scoring.  

 

4.2.  Halo effect 

Another rater behavior that is highly likely to occur in portfolio assessment is the halo effect. To 

determine this effect, the measurement report of the item facet was examined as a statistical indicator at the 

group level. In this study, during this analysis, it was observed that the separation ratio was 8.23, the 

separation index was 11.31, the reliability of the separation index was .99, and the fixed-effects Chi-square 

value was statistically significant (χ2=1051.7, SD=13, p=.00), as shown in Table 2. According to these 

results, the difficulty levels of the criteria differed, and there was no halo effect on the scoring. To determine 

whether the raters displayed halo behavior, the infit and outfit values of the raters, which are statistical 

indicators at the individual level, were examined. The measurement report of the items revealed that the 

differences in the logit values between the difficulty levels of the criteria were greater (2.03–(-1.33)=3.36). If 

the fit value of a rater significantly differs from 1, that rater is considered to display halo behavior. In this 

current study, raters 5, 1, and 2 had a fit value above 1; this suggests a halo effect on the scoring of these 

raters (Table 1). 

 

 

Table 2. Measurement report obtained for the item facet 
Item Logit measure SEM Infit Outfit 

Item 13 2.03 .12 1.37 1.37 

Item 1 1.87 .14 .72 .69 
Item 11 1.51 .15 1.25 1.27 

Item 14 1.18 .08 1.09 1.09 

Item 8 .42 .07 .90 1.00 
Item 6 -.40 .14 .73 .68 

Item 12 -.44 .13 1.08 1.05 

Item 10 -.51 .13 1.11 1.14 
Item 2 -.61 .16 .84 .83 

Item 5 -.64 .17 1.55 1.58 

Item 4 -.66 .14 .75 .70 
Item 3 -1.21 .15 .81 .79 

Item 7 -1.22 .16 1.07 1.09 

Item 9 -1.33 .13 .83 .76 
Mean .00 .13 1.01 1.00 

Standard deviation 1.14 .03 .25 .27 

Model, sample: RMSE=.14, SD=1.17  
Separation ratio =8.55; Separation index =11.73 

Reliability of separation index =.99 

Model, fixed (all same) Chi-square =1051.7, SD=13, p=.00 
Model, random (normal) Chi-square =12.8, SD=12, p=.38 

 

 

4.3.  Discussion 

The current inquiry examines the rating patterns of tutors when scoring students’ portfolios in the 

colleges of education in Ghana. The findings indicate that tutors demonstrate rating behaviors such as 

severity, leniency and halo effect when scoring student’s portfolios. The findings of this study are novel as 

they offer insights that enhance the understanding of rater variability in portfolio scores within the colleges of 

education. These findings imply that rater characteristics impact portfolio scores, leading to variability in the 

results [12], [13], [16], [18]. This may explain why many students hold negative perceptions about their 
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scores. As a result, students may question the decisions based on such scores, believing they do not 

accurately reflect their true potential, increasing concerns about the validity and reliability of portfolio scores.  

For example, the findings revealed that raters differed in their levels of strictness and leniency when 

evaluating students’ portfolios. This finding corroborates Huang and Whipple [27] observation that raters 

significantly differ in their severity degree when assessing student’s constructed responses. Additionally, it 

supports Sata and Karakaya [32] assertion that raters exhibit varying levels of strictness when scoring. The 

variations observed among raters based on their strictness or leniency when scoring influence students’ 

scores on the trait being measured [32]. This variation among raters may be influenced by their emotions, 

beliefs, preferences, perceptions, backgrounds, and experiences [33]. Since tutors are involved in various 

academic activities, including teaching, research, counselling, and grading students' scripts and portfolio 

work, these demands can create time constraints, leading to less thorough assessments and potentially more 

lenient or inconsistent grading. Tutors facing the pressure of managing multiple academic responsibilities 

may encounter cognitive overload, which can impair their ability to consistently apply scoring rubrics, thus 

affecting the reliability of the grades given [7]. Furthermore, the stress from high academic demands can 

intensify subjective biases, leading tutors to depend more on heuristics than on detailed analysis when 

evaluating student work. These observed strictness and leniency among raters impact the assessment process, 

leading to inconsistent judgments and unequal treatment of students, threatening the validity of portfolio 

assessment results [33]. Implementing quality control measures like rater training reduces variability among 

raters. Literature has shown that taking raters through training enhances understanding of the assessment 

criteria, standards, and expectations [7], [20], [21]. 

 

 

5. CONCLUSION 

This study examined the rating behavior of tutors when scoring students’ portfolios in the colleges 

of education in Ghana. It can be concluded from this study that tutors in the colleges demonstrated strictness 

and leniency in their scoring which can impact portfolio scores. Therefore, the management of the colleges 

should implement training programmed for raters. These programmed should focus on increasing rater 

awareness of potential biases and providing strategies to minimize their impact. Raters should be encouraged 

to adopt a systematic and objective approach when evaluating portfolios or constructed response tasks, 

emphasizing the importance of scoring rubrics. 
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