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 This research analyzed the quality of National Examination questions on 

Natural science subjects in elementary schools. The sampling technique used 

was simple random sampling. Response data were obtained from 250 grade 

VI elementary school students who responded on the tryout questions. This 

study was a descriptive study with a quantitative approach to describe the 

quality of the elementary school science test try-out items. The quality of 

this question is described quantitatively which includes an index of difficulty 

level and discriminatory power of questions. The data was collected using a 

test technique using a test instrument consisting of 30 multiple-choice 

questions. The analysis was carried out using the BILOG-MG version 4 

application to obtain the parameters of distinguishing power and grain 

difficulty level. Based on the model fit analysis, it was found that the most 

appropriate model to use for the analysis of the science tryout questions for 

elementary schools was item response theory (IRT) with the 2PL model. The 

study concluded that the National Examination questions on science subjects 

in elementary schools had met the criteria for the level of difficulty and 

distinguishing power so that they could be said to be in a good category. 
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1. INTRODUCTION 

Natural science is one of the subjects taught in elementary schools. Science learning in schools aims 

to develop curiosity and a positive attitude towards science, technology, and society, develop process skills to 

investigate the environment, solve problems and make decisions. As well as developing knowledge and 

understanding of scientific concepts that will be useful and can be applied in everyday life. Science is 

included in the subjects tested in the elementary school National Examination. One way to monitor the 

quality and standards of science teaching and learning in schools is through the assessment of student 

learning outcomes. Assessment is the main and effective thing to find out students' understanding after they 

have participated in a series of learning activities because it is impossible for one student and another student 

to have the same understanding of what they have learned [1]. The purpose of the assessment is to allow 

students to show what they have learned, find out how learning improves over time, motivate students, and 

classify students in class rankings [2]. Assessment is the process of identifying information and 

interpretations about student learning to provide information about student achievement and progress and set 

the direction for continuous teaching and learning [3]. Assessments must be carried out by teachers to 

monitor the process, progress, and improvement of student learning outcomes on an ongoing basis [4]. 

Teaching materials and strategies as well as the stages of assessment and evaluation must be continued 
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according to the existing situation determined before teaching [5]. Therefore, it is important to design an 

appropriate assessment, one of which is by preparing an assessment tool that will be used.  

The tool that can be used in the assessment activities is a set of tests. The test aims to determine the 

learning achievements and abilities of students in certain fields [6]. Tests are assessment tools that are often 

used to obtain information about individuals in various behaviors and tests in schools are carried out in the 

context of assessing three learning domains, namely cognitive, affective, and psychomotor learning domains 

[7]. The cognitive domain is still a top priority in the assessment of learning in schools. Cognitive assessment 

is usually carried out at the end of the lesson, in the middle of the school year, and at the end of the school 

year. This is by the form of the test based on its function, namely formative and summative tests. Formative 

tests are carried out at the end of each lesson to determine the achievement of students in certain 

competencies. While the summative test is a test that is carried out at the end of the semester or the end of the 

education unit which functions to report student learning outcomes within a certain period. One of the 

summative tests used in Indonesia is the National Examination. 

The National Examination in primary schools uses a multiple-choice form of test. Multiple-choice 

questions are very objective instruments for measurement [8]. The use of multiple-choice questions is usually 

driven by the need for teacher efficiency and the provision of rapid feedback aimed at encouraging effective 

learning because multiple-choice questions require selecting the correct answer from a set of alternatives [9]. 

The advantages of multiple-choice tests for teachers are that multiple-choice questions are easier in statistical 

analysis and can measure a wide range of abilities [10]. Multiple-choice test formats are used in a variety of 

contexts, from low-level assessments for daily assessments to high-level assessments that determine 

professional progress [11]. With various advantages, these multiple-choice questions are used in National 

Examination in Indonesia, especially for elementary schools. On that basis, the regional policymakers 

compiled a National Examination tryout in the form of a multiple-choice test. This National Examination 

tryout is one type of summative test that is useful to determine the readiness of students in facing the 

National Examination. With the hope that the tryout can provide practice questions whose characteristics are 

almost the same as the real National Examination. However, the situation at school is that most teachers do 

not understand how the quality of the items in the tryout is prepared. They only assume that when many 

students do not reach the minimum completeness criteria (Kriteria Kelulusan Minimum/KKM) then the exam 

questions are considered difficult questions. This is what lies behind the need for an analysis of the 

characteristics of the items on the National Examination tryout questions. 

Analysis of the characteristics of the items is a way to measure the quality of the items on the test by 

looking at how appropriate the item is for the test taker and how well the item measures the test taker's ability 

[12]. Item analysis provides two types of information, namely difficulty items or facility items, which help 

teachers find out whether the test items are appropriately used according to the level of test-takers and item 

discrimination which allows teachers to see whether each item in the test can provide consistent information 

about students' abilities [13]. Item analysis has several objectives according to [14], namely: i) To help assess 

the value or quality of the test; ii) Can help in the next test revision; iii) Can be used to create test files for 

future testing; iv) Leads to an increase in skills in making tests; v) Provide diagnostic value and assist in 

planning future learning activities; vi) Provides a basis for discussing test results; and vii) Can be a learning 

experience for students, if students help or are notified of the results of item analysis. The importance of 

analyzing the characteristics of test items is that achievement tests are very important as a measuring tool to 

be used in the evaluation process [15]. So, to develop a compatible test it must be considered with the 

characteristics of the test. 

Schools must have valid and reliable tests to assess students covering areas of curriculum content 

[16]. A measurement has high validity if it produces accurate data about the measured variable by the 

measurement objectives and the reliability shows the firmness or consistency of a measuring instrument [17]. 

The assessment instrument must be valid and reliable [18]. In addition to being valid and reliable, in 

preparing for the test, it is necessary to pay attention to the characteristics of the items. The characteristics of 

the items include item difficulty level, discriminating power, and guessing. The characteristics of these items 

can be analyzed through classical test theory (CTT) and item response theory (IRT) methods. 

CTT is a simple model that describes how measurement error affects the observed score [19]. In 

CTT item parameters are seen from the index of difficulty level and distinguishing power. The difficulty 

level is the average score of the item according to the proportion of examinees who answered the item 

correctly and discriminatory power is a parameter in item selection of how effectively the items 'distinguish 

between examinees who are relatively high on the criterion of interest and those who are relatively low [20]. 

The item difficulty index in the CTT is between 0.0 and 1.0 starting from easy items with higher p-values and 

difficult items with lower p-values [21]. The difference is the point-biserial correlation [22]. CTT has the 

disadvantage that the characteristics of the items depending on the condition of the test taker. If the test taker 

is in the high ability group, the item has an easy level of difficulty and vice versa. To overcome this 

weakness, IRT was developed. 
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There are three models used to estimate item characteristics. Model 1 logistic parameter (1PL) 

provides an estimate of the relationship between the level of difficulty (b) and ability. In the 2 logistic 

parameter (2PL) model there is an additional item parameter, namely item discriminating power (a). In the 3 

logistic parameter model (3 PL) grain characteristics are seen from the level of difficulty (b), discriminating 

power (a), and guessing (c) [23]. The intense pulsed light (IPL) model is a simple model where the ability of 

students is determined from the level of difficulty of the test items because the discriminating power has a 

constant value, and the guessing parameter is set to zero so that the characteristics of the items in the IPL 

model are determined by the value of the level of difficulty. The 2PL uses parameter a (distinguishing power) 

and parameter b (level of difficulty) to estimate the ability of test-takers (θ) and parameter guessing (c) is set 

to zero, so that the quality of the questions is determined by the parameters of discriminating power and level 

of difficulty. 

The use of CTT and IRT has not been widely understood by the teachers at elementary school 

science tryout questions at the regional level. The most item analyzes, which included determining item 

difficulty and discrimination, and distractor analysis were not carried out because they would take a long 

time to be done manually [24]. This lack of understanding prepares for the questions not to go through the 

stages of analyzing the quality of the questions quantitatively first so that the quality of the questions 

produced is not known, especially on the characteristics of each item.  

The purpose of this study was to determine the quality of the elementary school science tryout 

items. There are three research questions: i) How is the quality of the elementary school Natural science 

tryout questions if an analysis of the characteristics of the items is carried out with CTT?; ii) How is the 

quality of the elementary school Natural science tryout questions if an analysis of the characteristics of the 

items is carried out with IRT?; iii) Which model gives the most suitable results for the analysis of Natural 

science tryout items? Therefore, this article aims to determine the quality of the Natural science tryout 

questions according to the characteristics of the items based on their parameters with CTT and IRT, to 

compare the parameters obtained by CTT and IRT analysis, and to determine the number of items fit with 

each model to provide a model that is most suitable to be used in the analysis of the tryout question. 

 

 

2. RESEARCH METHOD 

This study was a descriptive study with a quantitative approach to describe the quality of the 

elementary school science test try-out items. Descriptive research provides an accurate description or 

description of the status or characteristics of a situation or phenomenon [25]. This study explored facts about 

the quality of the National Examination tryout questions on Natural science subjects in elementary schools. 

The quality of this question is described quantitatively which includes an index of difficulty level and 

discriminatory power of questions. The sampling technique used was simple random sampling. This 

technique is used based on the similarity of characteristics of grade VI students in elementary schools so that 

all students can be used as sampling for the study. With simple random sampling technique, it was obtained 

250 grade 6 elementary school students. Data were collected based on the result of tests from 250 

respondents using research instruments (35 items of multiple-choice test) prepared by the researchers. 

The multiple-choice test was chosen as a matter of the national science exam in elementary schools 

because the multiple-choice instrument was able to measure students' abilities objectively. Student response 

data were analyzed using CTT and IRT with the help of the BILOG-MG version 4 application. Analysis of 

CTT to see the level of difficulty and differentiation of items. Good test items are not too easy and not too 

difficult, so an analysis of the difficulty level of the items [26] provides the equation used in finding the value 

of the difficulty index (p) as in (1).  

 

𝐷𝑖𝑓𝑓𝑖𝑐𝑢𝑙𝑡𝑦 𝑖𝑛𝑑𝑒𝑥 (𝑝) =
The number of students who answered the questions correctly

 the total number of students
 (1) 

 

The second analysis is the distinguishing power of the questions. Distinguishing power (D) is the 

ability of questions to distinguish students' abilities from high abilities and low abilities. The equation used in 

the analysis of discriminating power [27] as in (2). 

 

𝑟𝑝𝑏 =  
𝑋1 ̅̅ ̅̅ − 𝑋̅0√𝑝(1−𝑝)

𝑆𝑥
 (2) 

 

Where 𝑋1 ̅̅ ̅̅  indicates the average crude score on the test for all students who answered the item 

correctly, while 𝑋̅0 indicates the average crude score on the test for all students who answered the item 

incorrectly, and 𝑆𝑥 is the standard deviation and 𝑝 shows the proportion of students who answered the test 
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correctly. The percentage value of the correct answer is used to determine the item difficulty level criteria. 

There are three categories of item difficulty levels in CTT, namely difficult, moderate, and easy. The criteria 

for the level of difficulty are described in detail in Table 1.  

The distinguishing power of the grain can be seen from the Pt-Biserial Correlation value. There are 

three categories of distinguishing points based on the value of ρ-bis, namely good, good enough, and not 

good. The categories for distinguishing items are detailed in Table 2. 
 

 

Table 1. Category of item difficulty level in CTT 
Level of difficulty Category 

< 0.30 Difficult 

0.30-0.70 Moderate 
>0.70 Easy 

 

 

Table 2. Grain distinguishing power category in CTT 
ρ-bis Value Category 

<0.20 Not good 
0.20-0.29 Moderate 

0.30-0.70 Good 

 

 

The IRT used 1PL model to see the level of difficulty (b). The IPL model is a simple model where 

the ability of students is determined from the level of difficulty of the test items because the discriminating 

power has a constant value and the guessing parameter is set to zero. The mathematical formula used in the 

1PL model is as in (3). 

 

𝑃𝑖 =
𝑒𝐷𝑖(𝜃−𝑏)

1+𝑒𝐷𝑖(𝜃−𝑏) (3) 

 

The formula description shows the starting item 1,2,3, ..., n. The 𝑃𝑖  is the probability that the test 

taker has the ability (θ) to answer item 1, 𝑏𝑖 is the parameter of the difficulty level of item 1, 𝑒 is a constant 

number approaching 2.718, and D represents the scale parameter [14]. The next IRT used is the 2-parameter 

logistic model (2PL) to see the difficulty level (b) and the distinguishing power of item (a). The 2PL model 

uses parameter a (distinguishing power) and parameter b (difficulty level) to estimate the ability of the test 

taker (θ). In this model, the parameter c (guess) is set to zero. The mathematical formula used in the 2PL 

model is as in (4).  

 

𝑃𝑖 =
𝑒𝐷𝑎𝑖(𝜃−𝑏)

1+𝑒𝐷𝑎𝑖(𝜃−𝑏) (4) 

 

In the formula, i show 1,2,3, ..., n. The 𝑃𝑖  is the probability that the test taker has the ability (θ) to 

answer item 1, 𝑎𝑖 shows the parameter of difference in item 1, 𝑏𝑖 is the parameter of the difficulty level item 

1, 𝑒 is a constant number approaching 2.718, and D is a scale parameter [28]. The discriminatory power in 

the IRT was obtained showing the ability of the questions to distinguish high and low students' abilities. 

There are four categories of distinguishing points in IRT (poor, good enough, good, and very good). Grain 

quality is good if it has a good minimum differentiating power category. The categories used to describe the 

distinguishing power of items can be related to the range of parameter values are shown in Table 3 [29]. 

 

 

Table 3. Item distinguishing power category in the IRT 
Category Value Range 

Not Good < 0.20 

Moderate 0.20-0.29 

Good 0.30-0.39 
Very Good >0.40 

 

 

The level of difficulty in the IRT is seen from the threshold value (b). There are five categories of 

problem difficulty levels based on the b value obtained starting from the very difficult, difficult, medium, 

easy, and very easy categories. The quality of the questions is said to be good if the difficulty level of the 

questions meets various levels by the proportions. Categories to see the level of difficulty with the criteria are 

shown in Table 4 [30]. 
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Table 4. Item difficulty level category in IRT 
Threshold value Category 

b>2 Very difficult 
1<b≤2 Difficult 

-1≤b≤1 Moderate 

-1>b≥-2 Easy 
b>-2 Very easy 

 

 

3. RESULTS 

The tryout questions for the 6th-grade science National Examination for elementary schools were 

made based on the grid issued by the National Education Unit (Badan Nasional Sertifikasi Profesi/BNSP). 

The science material tested consists of 17 main materials, namely the characteristics of living things and 

animal classification, the relationship between living things in the ecosystem, the reproduction and 

adjustment of living things, environmental preservation, parts of the plant or animal body and their functions, 

the life cycle of several animals, the human skeleton, the system. organs in humans, objects, force and 

motion, forms of energy and their changes, temperature and heat, sound and light, electricity and magnetism, 

natural resources, the water cycle, and the solar system. Each subject matter must be distributed in at least 

one item. There are 35 items in the sixth-grade Natural science National Examination tryout questions for 

elementary schools. 

The distribution of science material is prepared based on material from class IV, class V, and class 

VI with the proportion of 20% class IV, 30% class V material, and 50% class VI material. Each material 

must be distributed in the question grid. The grid is used as a guide for making question items and answer 

keys. The results of the distribution of the material in items are shown in Table 5. 

The distribution of material to items shows that each material is well distributed in each item so that 

this tryout question can be said to measure what should be measured by the material being taught. Next is the 

item analysis to determine the characteristics of the items seen from the item parameters including the 

difficulty level of the items and the distinguishing power analyzed by CTT and IRT. 

 

 

Table 5. Description of the material in the item 
No. Subject matter Item number Total 

1. The relationship between living things in the ecosystem 1, 2, 3, 4, 5 5 

2. Plant/animal body parts and their functions 6 1 
3. The life cycle of some animals 7, 8, 9 3 

4. Organ systems in humans 10, 11, 12, 13, 14, 15, 17 7 

5. The reproduction and adaptation of living things 16 1 
6. Object 18, 19, 20,21 4 

7. Force and motion 22, 23 2 

8. Energy forms and their changes 24, 25 2 
9. Temperature and heat 26, 27 2 

10. Sound and light 28 1 

11. Electricity and magnetism 29, 30, 31 3 
12. Natural resources 32, 33 2 

13. Water cycle 34 1 

14. Solar system 35 1 

 

 

3.1.  Classical test theory 

Item parameters using CTT can determine the level of difficulty and distinguishing power. The item 

difficulty level is known by the percentage of test-takers who answered the questions correctly. Therefore, 

the BILOG-MG output looks at the pattern completion task (PCT) value. While the discriminating power of 

items is theoretically calculated based on the biserial correlation value so that the analysis results can be seen 

from the biserial correlation column. The characteristics of the difficulty level of the Natural science National 

Examination practice questions consist of moderate, easy, and difficult categories. The proportions of easy, 

medium, and difficult categories are also well distributed. The distinguishing characteristics of the questions 

generated are in the bad, good enough, and good categories. The characteristics of each item based on the 

category of difficulty level and distinguishing power are presented in Table 6.  

Difficult levels of items are classified into easy, medium, and difficult items. The easiest item is 

item number 2 with a PCT value of 95.6. This means that 95.6% of students can answer correctly for this 

item. The most difficult item is item number 32 with a PCT value of 19.3. This means that only 19.3% of 

students were able to answer these items correctly. Two items have negative distinguishing power, namely 

items 21 and 29. This means that these items were answered correctly by students with low abilities and were 
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answered incorrectly by students with high abilities so that these items could not differentiate between 

students' abilities. The results of the difficulty level analysis of each item need to be grouped according to 

easy, medium, and difficult categories so that the proportions for each category can be seen. Of the 35 items, 

it can be classified based on the degree of difference in the grain as shown in Table 7. 

 

 

Table 6. Characteristics of items based on CTT 
No. Name PCT (%) Difficulty level category Correlation Biserial Distinguishing power category 

1. ITEM0001 0.48 Moderate 0.27 Moderate 
2. ITEM0002 0.96 Easy 0.32 Good 

3. ITEM0003 0.84 Easy 0.41 Good 

4. ITEM0004 0.24 Difficult 0.07 Not good 
5. ITEM0005 0.84 Easy 0.54 Good 

6. ITEM0006 0.42 Moderate 0.27 Moderate 

7. ITEM0007 0.84 Easy 0.24 Moderate 
8. ITEM0008 0.72 Easy 0.22 Moderate 

9. ITEM0009 0.48 Moderate 0.24 Moderate 

10. ITEM0010 0.32 Moderate 0.23 Moderate 
11. ITEM0011 0.26 Difficult 0.31 Good 

12. ITEM0012 0.29 Difficult 0.01 Not good 

13. ITEM0013 0.57 Moderate 0.29 Moderate 
14. ITEM0014 0.80 Easy 0.18 Not good 

15. ITEM0015 0.86 Easy 0.26 Moderate 
16. ITEM0016 0.58 Moderate 0.12 Not good 

17. ITEM0017 0.53 Moderate 0.29 Moderate 

18. ITEM0018 0.33 Moderate 0.15 Not good 
19. ITEM0019 0.76 Easy 0.34 Good 

20. ITEM0020 0.35 Moderate 0.30 Moderate 

21. ITEM0021 0.34 Moderate -0.03 Not good 
22. ITEM0022 0.84 Easy 0.31 Good 

23. ITEM0023 0.30 Difficult 0.19 Not good 

24. ITEM0024 0.46 Moderate 0.34 Good 
25. ITEM0025 0.62 Moderate 0.32 Good 

26. ITEM0026 0.88 Easy 0.13 Not good 

27. ITEM0027 0.59 Moderate 0.39 Good 
28. ITEM0028 0.74 Easy 0.26 Moderate 

29. ITEM0029 0.21 Difficult -0.11 Not good 

30. ITEM0030 0.78 Easy 0.42 Good 
31. ITEM0031 0.22 Difficult 0.44 Good 

32. ITEM0032 0.19 Difficult 0.08 Not good 

33. ITEM0033 0.56 Moderate 0.20 Moderate 
34. ITEM0034 0.34 Moderate 0.16 Not good 

35. ITEM0035 0.27 Difficult 0.18 Not good 

 

 

Table 7. Classification of items based on item difficulty level 
No. Level of difficulty Item number Item total 

1. Easy 2, 3, 5,7, 8, 14, 15, 19, 19, 22, 26, 28, 30 13 

2. Moderate 1, 6, 9, 10, 13, 16, 17,18, 20, 21, 24, 25, 27, 33, 34 15 

3. Difficult 4, 11, 12, 23, 29, 31, 32, 35 7 

 

 

Based on the results of the difficulty level classification, it was found that 13 items had a difficulty 

Easy level. The number of items that have a moderate difficulty level is 15 items. While the remaining seven 

items are in the difficult category. Some of the questions are in the medium and easy categories. Only a small 

number of questions are in the difficult category. After being grouped by category, the percentage 

distribution of the difficult level is then made. This is necessary to see whether the division of the categories 

of the difficulty level is by the appropriate percentage. The percentage result for the easy category is 37%, for 

the medium category is 43% and for the difficult category is 20%. The results of the analysis of the 

distinguishing power of each item showed that there were items that had good, moderate, and bad 

distinguishing power. Based on its distinguishing power, an item is accepted if it has a minimum 

distinguishing power of moderate. Therefore, it is necessary to group items that have good distinguishing 

power and bad distinguishing power. The classification of distinguishing power is shown in Table 8. 

Table 8 shows that most (77.14%) of the questions had a good distinguishing power category, so the 

questions could be accepted. Meanwhile, the remaining 22.86% of questions have no good distinguishing 

power. Items numbered 4, 18, 21, 26, 29, 32, 34, and 35 have poor discriminatory power, meaning they have 

a low level of discrimination. These points are less able to distinguish students with low abilities and students 

with high abilities. 



                ISSN: 2252-8822 

Int J Eval & Res Educ, Vol. 11, No. 2, June 2022: 604-616 

610 

Table 8. Category of item acceptance based on distinguishing power 
No. Receipt of items Item number Total Percentage 

1. Discernment good 1, 2, 3, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16,17, 
19, 20, 22, 23, 24, 25, 27, 28, 30, 31, 33 

27 77.14% 

2. Discrimination not good 4, 18, 21, 26, 29, 32, 34, 35, 8 22.86% 

 

 

3.2.  Item response theory 

The IRT 1PL model is used to see the quality of the science National Examination practice 

questions based on the level of the Difficult category. The results of the analysis using BILOG-MG for 

analysis with IRT 1PL were obtained at the PH2 output. To find out the value of the difficulty level of the 

item seen from the threshold value. This parameter indicates the difficulty level category from very easy, 

easy, medium, difficult, and very difficult. The results of the calculation of the item difficulty level 

parameters based on the IRT IPL model can be seen in Table 9. 
 

 

Table 9. Item difficult rate based on IRT model 1 IPL 
Item Threshold Level of difficulty Item Threshold Level of difficulty 

001 0.13 Moderate 019 -2.44 Easy 
002 -6.27 Very easy 020 1.27 Difficult 

003 -3.36 Very easy 021 1.38 Difficult 
004 2.35 Very difficult 022 -3.36 Very easy 

005 -3.48 Very easy 023 1.80 Difficult 

006 0.71 Moderate 024 0.33 Moderate 
007 -3.42 Very easy 025 -1.06 Easy 

008 -2.00 Easy 026 -4.10 Very easy 

009 0.17 Moderate 027 -0.78 Moderate 
010 1.53 Difficult 028 -2.17 Easy 

011 2.13 Very difficult 029 2.77 Very difficult 

012 1.88 Difficult 030 -2.57 Very Easy 

013 -0.57 Moderate 031 2.62 Very difficult 

014 -2.82 Very easy 032 2.96 Very difficult 

015 -3.74 Very easy 033 -0.47 Moderate 
016 -0.64 Moderate 034 1.34 Difficult 

017 -0.23 Moderate 035 2.09 Very difficult 

018 1.45 Difficult    

 

 

Based on Table 9, the threshold value varies from -6.27 to 2.96. A value of -6.27 indicates a very 

easy item and a value of 2.96 indicates a very difficult item. This is by the category of the difficulty level 

required in the IRT. Items in the very easy category, namely 2, 3, 5, 7, 14, 15, 22, 26, 30 with a total of nine 

items. Items in the easy category are 8, 19, 25, 28 with a total of four items. Items in the moderate category 

are 1, 6, 8, 13, 16, 17, 24, 27, 33 with a total of 9 items. The items in the difficult category are 10, 12, 18, 20, 

21, 23, 34 with a total of 7 items, and the remaining items in the very difficult category are 4, 11, 29, 32, 32, 

35 with a total of six items. The results of the difficult level analysis showed that the practice questions for 

the national science exam content consisted of very easy, easy, moderate, difficult, and very difficult 

questions. It is necessary to classify to determine the number of questions in each category. The number of 

questions from each category is then percentage to determine the proportion of the very easy category, the 

easy category, the moderate category, the difficult category, and the very difficult category. The distribution 

with difficult levels is very easy, moderate, difficult, and very difficult with the following percentages.  

Figure 1 shows that most (26%) questions were in the moderate category. Only a few (17%) were in 

the very difficult category and 11% were in the easy category. Other questions are 20% in the difficult 

category and 26% in the very easy category. In theory, these results have shown a good proportion of the 

difficulty level of a problem. Next is the analysis using the 2PL measurement model (logistics parameter) to 

determine the level of difficulty and distinguishing power of grains. The level of difference is seen from the 

threshold value, the moderation of the grain distinction is seen from the slope value. The results of the 

analysis using BILOG-MG for analysis with IRT 2PL were obtained at the output of PH2 with the results as 

shown in Table 10. 
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Figure 1. Distribution of item difficulty level with IRT model 1 IPL 

 

 

Table 10. Item difference level and distinguishing power based on IRT model 2PL 

Item Slope Discernment Threshold 

Item 

difference 
level 

Item Slope Discernment Threshold 

Item 

difference 
level 

001 0.41 Very good 0.09 Moderate 019 0.50 Very good -1.61 Very good 

002 0.64 Very good -3.31 Easy 020 0.42 Very good 0.95 Very good 

003 0.66 Very good -1.80 Easy 021 0.20 Not good 2.04 Not good 
004 0.26 Moderate 2.721 Very difficult 022 0.53 Very good -2.08 Very good 

005 0.89 Very good -1.55 Easy 023 0.32 Good 1.71 Good 

006 0.39 Good 0.56 Moderate 024 0.50 Very good 0.21 Very good 
007 0.43 Very good -2.50 Easy 025 0.48 Very good -0.72 Very good 

008 0.41 Very good -1.53 Easy 026 0.39 Good -3.24 Good 

009 0.36 Good 0.13 Moderate 027 0.55 Very good -0.49 Very good 
010 0.36 Good 1.29 Difficult 028 0.46 Very good -1.51 Very good 

011 0.42 Very good 1.60 Difficult 029 0.20 Not good 4.08 Not good 

012 0.21 Moderate 2.60 Very difficult 030 0.66 Very good -1.38 Very good 
013 0.43 Very good -0.43 Moderate 031 0.63 Very good 1.44 Very good 

014 0.35 Good -2.44 Easy 032 0.26 Moderate 3.37 Moderate 
015 0.45 Very good -2.63 Easy 033 0.32 Good -0.45 Good 

016 0.27 Moderate -0.71 Moderate 034 0.27 Moderate 1.47 Moderate 

017 0.42 Very good -0.19 Moderate 035 0.34 Good 1.89 Good 
018 0.28 Moderate 1.53 Difficult      

 

 

Based on Table 10, it is found that the level of difficulty of the questions based on the threshold 

value is in the range of -3.31 and 4.08. The value of -3.31 indicates the threshold value for very easy 

questions and the value of 4.08 indicates the threshold value for the very difficult category. Based on this 

range, the difficulty level of the questions is in the very difficult, difficult, moderate, easy, and very easy 

categories. The items are very difficult, namely 4, 12, 21, 29, 32, as many as five items. Difficult items are 

seven items, namely 10, 11, 18, 23, 31, 34, 35. Moderate items are 10 items, namely 1, 6, 9, 13, 19, 20, 24, 

25, 27, 33. Items are easy as many as nine items, namely 3, 5, 8, 14, 15, 22, 26, 28, 30. And for very easy 

items there are four items, namely 2, 7, 16, 17. The number of items based on the level of difficulty is then 

presented to see the proportion in each category. This aims to find out whether the questions made meet the 

proportion requirements for each category of difficulty level. The distribution of the percentage level of 

difficulty can be shown in Figure 2. 

Figure 2 shows that most of the questions are in the moderate category, which is 29%. Questions 

that are in the easy category 26%. Problems in the difficult 20% category and only a small portion, namely 

11% in the very easy category and 14% in the very difficult category. Based on Table 10, the slope value is 

in the range of 0.20 to 0.89. The value of 0.20 shows the lowest distinguishing power with the unfavorable 

category and the value of 0.89 shows the highest differentiating power with the very good category. Of the 35 

items, it can be classified based on the distinguishing power of the items as shown in Table 11. 
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Figure 2. Distribution of difficulty levels of items with IRT model 2 IPL 

 

 

Table 11. Item classification based on item distinguishing power in IRT model 2PL 
No. Discernment Item number Total 

1. Very good 1, 2, 3, 5, 7, 8, 11, 13, 15, 17, 19, 20, 22, 24, 25, 27, 28, 30, 31 19 

2. Good 6, 9, 10, 14, 23, 26, 33, 35 8 
3. Moderate 4, 12, 16, 18, 32, 34 6 

4. Not good 21, 29 2 

 

 

Based on Table 11, 19 items have a very good distinguishing power category. The distinguishing 

power of very good is in the range of 0.41 to 0.89. The number of items in a good category, there are eight 

items located on the slope value with a range of 0.29 to 0.32. and for the moderate category, there are six 

items in the slope value range from 0.21 to 2.71. Only a small proportion have a poor category, namely two 

items with a slope value range of 0.14 and 0.20. The results of the quality analysis of the science exam 

practice questions with the CTT and IRT 1PL and 2PL models gave slightly different results. The item 

difficulty level on the IRT was more varied than the CTT. For discriminating power results also provide 

better results. The comparison of item parameter values for CTT and IRT is presented in Table 12. 

 

 

Table 12. Comparison of grain parameter values for CTT and IRT 

Item parameters 
Estimation method 

Value CTT 
IRT 

IPL 2PL 

Level of difficulty 
Mean 0.54 -0.47 -0.05 

Standard deviation 0.24 2.40 1.93 

Discernment 
Mean 0.24 - 0.42 

Standard deviation 0.14 - 0.15 

 

 

Based on Table 12, the IRT difficulty level parameter for the 2PL model has the lowest average 

value. This suggests that the 1PL model provides the lowest possible index of item difficulty. On the other 

hand, the discriminatory power measured in the IRT revealed that the 2-parameter logistic model provided 

higher parameter values compared to the classical theory test (CTT). However, all parameters of the average 

difficulty level are in the moderate category and the distinguishing power values are in the moderate 

category. After knowing the characteristics of each item, the next step is to determine which model is most 

suitable for analyzing these items. Model fit is seen from the number of items that fit the model. For the CTT, 

it can be seen from the value of the distinguishing power of the items, if the distinguishing power of the items 

is in the moderate to a very good category, then these items can be accepted. Moderating in IRT, the fit of the 

model is tested using the Chi-Square value in the CHISQ column and p which indicates the probability. Items 

are said to fit the model if the probability value is p>0.05 (significance level). Based on the results of the 

output on BILOG-MG, it can be concluded that the suitability of the items with the model is as shown in 

Table 13.  
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Table 13 explains that the number of items fit for each model is different. The use of CTT, IPL 

model, 2PL gives different results. For some items, for example, items numbered 4, 18, 26, 32, 34, and 35 do 

not fit in the CTT but the items fit the IPL and 2PL models. Items number 5 and 27 fit in CTT and 2PL 

models but do not fit in IPL models. Moderate item 29 does not fit in all models; therefore item 29 can be 

said to be of poor quality. Based on the results of the suitability of the model, the model that gave the highest 

value for the practice of the elementary school science exam was the 2PL model with the fit of the items to 

the 94.28 model. Therefore, this model is most suitable for use. 

 

 

Table 13. Item fit with model 
Model Model fit Item number Total Percentage 

CTT Item accepted (fit) 1, 2, 3, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 

16,17, 19, 20, 22, 23, 24, 25, 27, 28, 30, 31, 33 

27 77.14% 

Item not accepted (not fit) 4, 18, 21, 26, 29, 32, 34, 35, 8 22.86% 

1PL Fit 1, 2, 3, 4, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 

16,17, 18, 19, 20, 21, 22, 23, 24, 25, 26, 28, 30, 
31, 32, 33, 34, 35 

32 91.42% 

Not fit 5, 27, 29 3 8.58% 

2PL Fit 1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 
16, 17, 18, 19, 20, 22, 23, 24, 25, 26, 27, 28, 

30, 31, 32, 33, 34, 35 

33 94.28% 

Not fit 21, 29 2 5.71% 

 

 

4. DISCUSSION 

The results of calculating the quality of science exam practice questions with CTT gave PCT results 

between 19.3 and 95.6. These results indicate the level of difficulty is in the level of difficult to easy. PCT 

19.3 showed that only 19.3% of students were able to answer the questions correctly or the difficulty index 

was 0.19. For the easiest question, the PCT score is 95.6%, indicating that 95.6% of students answered the 

question correctly or the index of difficulty was 0.96. Based on the difficulty level of each item, 37% of the 

items are in the easy category, 43% of the items are in the medium category and 20% of the items are in a 

low category. When the difficulty index is equal to 0 it indicates that all students answered the questions 

incorrectly on the item, and if the difficulty index is equal to 1, it indicates that all students answered 

correctly for the item [31]. In this study, no items were having a difficulty level of 0 and no items having a 

difficulty level of 1. The ideal level of difficulty in multiple-choice items was between 0.33 and 0.77 [32]. 

Based on this theory, the number of items that have an ideal level of difficulty is 15 items. And the remaining 

items are still in the very easy and very difficult categories so that ideally it still needs to be improved both 

on the subject matter or the answer choices. Based on the distribution of easy, medium, and difficult items, 

the questions are not appropriate because ideally the questions are arranged in order from the easiest to the 

most difficult questions [33]. 

The use of the IRT model in analyzing student responses shows that there is an effect of the 

diversity of participant characteristics on test items (multiple choice) in terms of the accuracy of the item 

parameter estimates and individual ability parameters [34]. With IRT for the 1PL model, it gives a difficulty 

level of -6.27 to 2.77 in the very easy to a very difficult category. A value closer to -2 logit indicates an easier 

item, and a value close to +2 logit indicates a more difficult item [35]. To classify items - test items into 

good, moderately good, or bad items, the following criteria are used for good test items, the value of the 

discrimination parameter must be greater than or equal to 1 while the difficulty parameter value must be from 

0.5 to +1, the item any test with a score above +1 will be considered difficult and if it is less than 0.5 it is 

considered an easy item [36]. In the results of the analysis, seven items are smaller than -2 and there are five 

items whose value exceeds +2 So it can be said that the 12 questions do not meet the requirements seen from 

the level of item difficulty. 

The use of IRT model 2PL gives a value of difficulty level between -3.31 and 4.08 with very easy to 

very difficult categories. The difference in value is only due to a different scale. However, the easiest items 

and the most difficult items are the same for estimation with IRT model IPL and 2PL model. The easiest item 

is item number 2 and the most difficult item is item number 29. There is a slight difference in the value of the 

difficulty level with the IPL model. This is by the results of the study [37] that the analysis of the difficulty 

level of the values changes with the increase in the model used. There is some variation in item difficulty 

levels between IRT and CTT when compared [38]. The estimation with CTT for the most difficult item is 

item number 29 and the easiest item is item number 32. The results of this study is in line with previous 

research [39] that there is a statistically significant mean difference between the difficulty of CTT-based 

items and IRT. 
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For the parameter of discriminating power of items, estimation with CTT gives the result that the 

items are in the category of discriminatory power of poor to very good. Items with good discriminating 

power are items that tend to be answered correctly by students who do well on the test, in this case, high-

ability students [40]. Items with a low discrimination index indicate the presence of ambiguous words in the 

item and items with a negative index should be examined further to determine why a negative value is 

obtained [41]. There are eight items with poor discriminatory power. The item discriminatory power 

parameters based on estimates with the IRT model 2PL yielded only two items with poor discriminating 

power categories. The discriminatory power of items in the CTT is highly dependent on the ability of the test 

taker. The estimation of discriminating power parameters is more accurate when using a sample of low-

ability individuals [42]. 

Model fit analysis was used to determine the most appropriate model used to analyze the test. The 

results of item analysis provided by CTT and IRT were almost the same, but IRT provided additional item 

statistics and a more sophisticated calculation method to minimize measurement errors [43]. The results of 

another study [44] showed that to analyze the parameters of the items in terms of item difficulty, item 

discrimination, and responses given by students for each item, the CTT, and IRT (2PL) models can be used. 

Supporting these findings, the results of this study show that the 2PL model IRT provides more fit items than 

the 1PL and CTT model IRT so that this model is the most appropriate for estimating the item parameters in 

elementary school science practice questions. These findings similar with previous research [45] that the 

estimation of item characteristics with CTT removes more items than the estimation of item characteristics 

with IRT. IRT is mostly used to model student responses to test items and educational test assessments, 

teachers should be encouraged to use IRT in developing test items [46]. By conducting item suitability 

analysis, in the preparation of the questions, one of the most suitable models can be selected so that it will 

produce items with the best quality. 
 

 

5. CONCLUSION 

The quality of the items on the National Examination practice for science subjects is in a good 

category. The items are in the easy to difficult difficulty level category and only two questions have negative 

discriminating power. The quality of the items seen from the IRT IPL model is also in the good category. 

Difficulty levels vary from very easy to very difficult. The distinguishing power of the elementary school 

science exam practice questions is good. The item is categorized by the difficulty level of the item difficult in 

the CTT, it will also correspond to the IRT classification which is almost the same for the item difficulty 

level. The same can be said for the discriminatory categorization of items between the CTT and IRT 

approaches. Of course, this research has been done by comparing the CTT and IRT with various logistic 

parameter models. This study provides information about the characteristics of the elementary school science 

exam practice items that have not been previously analyzed. This study contributes to the compilers of the 

following year's tryout to consider the characteristics of the items used both in terms of CTT and IRT. 

Recommendations for compilers of exam questions or practice exams in elementary schools, before the 

questions are used, it is better to conduct trials with several respondents. This research is limited to the 

analysis of the quality of the multiple-choice National Examination practice questions. This study has not 

investigated further the function of the distractor, the student's abilities, and the test information obtained. 

The analysis carried out is still limited to the CTT and IRT of the IPL and 2PL models so that it can be 

further analyzed with the 3PL model and for more detailed item quality parameters. 
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