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 In this study, it was aimed to investigate the impact of different missing data 
handling methods on DINA model parameter estimation and classification 
accuracy. In the study, simulated data were used and the data were generated 
by manipulating the number of items and sample size. In the generated data, 
two different missing data mechanisms (missing completely at random and 
missing at random) were created according to three different amounts of 
missing data. The generated missing data was completed by using methods 
of treating missing data as incorrect, person mean imputation, two-way 
imputation, and expectation-maximization algorithm imputation. As a result, 
it was observed that both s and g parameter estimations and classification 
accuracies were effected from, missing data rates, missing data handling 
methods and  missing data mechanisms. 
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1. INTRODUCTION 

Cognitive diagnosis assessments (CDAs) are increasingly becoming a popular research area in the 
fields of measurement and psychology. Leighton and Gierl [1], pointed that CDA “is designed to measure 
specific knowledge structures and processing skills in students so as to provide information about their 
cognitive strengths and weaknesses”. Cognitive Diagnostic Models (CDMs) are psychometric models which 
were developed to identify the examinees’ ability to master fine-grained skills. CDMs provide a profile of 
whether the individual has pre-determined skills. By this way, richer, more meaningful and more informative 
information about the individual can be provided. 

The cognitive diagnostic models (CDMs) connect the latent skills with observed behaviors (tasks) 
which were required by a Q-matrix [2]. The Q-matrix is a format for specifying the underlying cognitive 
attributes measured by the test items. Creating a Q matrix is one of the most important steps of the CDMs 
applications.  In a Q-matrix items (J) yields in the rows and attributes (K) yields in the columns with the 
elements of qjk. The elements qjk of Q matrix get values 1 or 0. 1 indicates that mastery of attribute k is 
required by item j. Contrary, 0 indicates that mastery of attribute k is not required by item j [3]. Before 
running a CDM to test data, the Q-matrix must to be already determined. 

The literature review shows that, CDMs were classified into various ways [4],[5] and several CDMs 
have been developed to evaluate examinees' status relative to mastery or non-mastery on each of a set of 
attributes [6]--[10].  One of the frequently used CDMs is the deterministic, inputs, noisy “and” gate (DINA) 
[10] model. This study is limited with the DINA Model. A brief description of DINA model is given below:  

The DINA model (Haertel, [8]) is a noncompensatory model and it has conjective condensation rule 
[11]. It is easy to estimate DINA model parameters for the item response function which is given by 
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𝑃 𝑋 1 𝜂 𝑔 1 𝑠    (1) 

where Xij denotes the response of the ith examinee to item j, with 1 representing a correct and 0 representing 
incorrect response [12]. gj and sj represent the guess and slip parameters for the jth item, respectively. The 
slip parameter is interpreted as the probability that students who possess all the required attributes for an item 
answer it incorrectly, whereas the guess parameter is the probability that students who lack at least one of the 
required attributes for an item to answer it correctly [12]. ηij is the latent response and it is given by 

𝜂 ∏ 𝛼 (2) 

ηij assumes a value of 1 or 0. If ηij = 1, it indicates that student i possesses all the attributes required for item, 
and ηij = 0, it indicates that student i lacks at least one of the attributes required for item j [12].  qjk refers to 
the entry in the jth row, kth column of the Q matrix [12]. 

In this study, the effect of the missing data on the parameter estimation and classification accuracy 
of the CDM’s DINA model was investigated. The following section briefly provided information for 
the missing data. 

Missing data and missing data handling methods are important topics in many research field. Many 
educational and psychological data frequently have missing values because of several reasons. Since, most of 
the statistical approaches require full data, missing values threatens the data analysis process. Missing data 
handling methods are used to deal with missing data. However these methods may have biased estimates like 
as other statistical process. Several missing data handling methods have been developed to overcome 
this problem.  

The first step of missing data analysis is determining the reasons for the missing data and the 
amount of missing data. Missing data patterns and missing data mechanisms are the reasons for decisions 
about whether or not missing data will be neglected. The missing  data pattern describes the  patterns  of  
missing data occurrence of observed data in a data set and the missing data mechanisms describe possible 
relationships between the measured variables and the probability of missing data. 

Various missing data handling methods and analysis were developed for the missing data 
mechanisms, with different assumptions about missing data. According to Rubin [13], there are three types of 
missing data mechanisms: missing completely at random (MCAR), missing at random (MAR) and missing 
not at random (MNAR) [13],[14]. Missing completely at random (MCAR) arises when a subject with 
incomplete observations are a random subset of the complete sample of subjects [13]. MCAR is defined as if 
the probability that the data are missing does not depend on any variables, either observed or unobserved 
[14]. MAR occurs when the probability of missing data on a variable is  unrelated  with the value of  that  
variable however it may be related with other variables in the data set. NMAR occurs when the probability of 
missing data on a variable is a function of the value of that variable [13],[15]. If the missing data mechanisms 
are MCAR or MAR then it is not necessary to model the process that generates the missing data in order to 
accommodate the missing data. MCAR and MAR mechanism that produces the missing data are ignorable. 
However MNAR mechanism is non-ignorable. It is necessary to model this mechanism to deal with the 
missing data in a valid manner.  

Missing data introduce an element of ambiguity into data analysis and they can affect properties of 
statistical estimators. Various methods have been developed to solve the problem of missing data and they 
can have profoundly different effects on estimation. The problems of analyzing data with missing values 
have been reviewed extensively in the literature [14],[16]-[18]. Some frequently used missing data handling 
methods are; deletion methods (pairwise and casewise deletion) and imputation methods (mean imputation, 
regression imputation, EM imputation, multiple imputation [14],[16]. In this study; treating missing data as 
incorrect (IN), person mean imputation (PM), two-way imputation (TW), and expectation–maximization 
(EM) algorithm imputation methods were investigated for DINA model analysis. In CDM applications, 
treating missing data as incorrect is widely used. In this method, missing responses are scored as incorrect. In 
person mean imputation method, at first the average of the observed item scores is computed for each 
respondent then computed average is imputed for the item scores that are missing for that respondent. In two-
way imputation [19] method, the imputed value is calculated by adding the person mean to the item mean 
and subtracts the overall mean of the data from that score. Expectation–maximization (EM) algorithm 
imputation method is a two-step method based on the completion of missing data using the maximum 
likelihood estimates. In the E-step, the missing data is completed by the expected values and in the M step, 
parameter estimation is done using the values estimated in the first step [20]. 

Literature review shows numerous missing data and missing data handling methods investigations in 
terms of combinations of factors like, sample size, proportion of missing data, method of analysis, and 
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missing data handling method [17],[21]-[26]. Also there are many investigations in cognitive diagnostic 
models which use DINA model [1],[3]-[12],[27]-[33]. However there are limited practical research on CDMs 
where missing responses were present [32],[34],[35].  

In CDMs, parameter estimates might be threatened by missing data, too. While trying to provide 
more detailed information about the individuals by using CDMs, biased estimates can be made with the 
presence of the missing data. In this study, it is aimed to determine the performances of different missing data 
handling methods for CDM estimations. For this purpose several data sets with missing data were analyzed 
by using CDM in order to determine effective factors which cause biased estimations. Literature review 
shows very limited study for missing data in CDM applications. This study will contribute this gap with its 
different manipulation factors and its levels. 
 
 
2. RESEARCH METHOD  
2.1. Simulation Design 
2.1.1. Simulation Conditions 

Model: The DINA model is used to generate data, to estimate parameters and to calculate the 
classification accuracy. DINA model is preferred because it is widely used within the CDM studies and it is 
easier to estimate the parameters.  

Sample Size (N): Literature review shows that sample size is an important factor affecting parameter 
estimation. de la Torre, Hong and Deng [30] used 1000, 2000 and 5000 sample sizes, de la Torre and 
Douglas [29] used 1000 sample size, and de la Torre and Douglas [6] used  2000 sample size in their studies. 
In this study three different sample sizes (1000, 2000 and 3000) were used for each condition. 

Number of item (NI) and number of attributes (K): Literature review shows that the number of 
attributes varied between 3 – 8 ranges [3],[5],[6],[29]. In this study, number of attributes was fixed as 4 and 
number of items for 4 attributes manipulated as 15 and 30.  

s and g Parameter Levels: Henson and Douglas [3] used  s and g ≈ U( .05 - .40); Rupp and  Templin 
[5] used s ≈U( .0 - .25) and g ≈U(.0 - .15). In this study the parameter distribution and range were preferred 
as  s and g   U( .10 - .30). 

Missing data mechanisms and Missing Rate (MR): In this study three levels of missing rate (5%, 
10%, 15%) and two missing data mechanisms (MCAR and MAR) were investigated. In the literature, rates of 
missing data ranged from 2% to 50% however most of them yield between 5% - 30%. 

Missing data imputation methods: In this study, four missing data handling methods (treating 
missing data as incorrect (IN), person mean imputation (PM), two-way imputation (TW), and Expectation 
Maximization (EM) imputation were used missing data handling.  

 
 

Table 1. Simulation Design Factors and Levels 
Factors Number of Levels Values of Levels 

Sample Size  3 1000, 2000, 3000 
Number of Item 2 15, 30 
Missing Mechanism 2 MCAR, MAR 
Missing Rate 3 5%, 10%, 15% 
Missing Imputation  4 IN, PM, TW, EM 

 
 

2.1.2. Data Generation 
The data were generated according to the DINA model. The parameter values of s and g were 

ranged between 0.1 and 0.3 (s and g  U( .10 - .30)), the number of attributes were fixed as  4. The number of 
items were set to 15 and 30, and the sample sizes were preferred as 1000, 2000 and 3000. 100 replications 
were conducted for each crossing condition. R 3.0 was used for data generation and data  
management procedures. 

Data deletion was performed according to MCAR and MAR for each experimental cell of condition 
crossings. In order to achieve a missing completely at random condition, the probability of missing of any 
data is equal to the probability of missing of data in another cell, and these probabilities must be independent 
from each other. For this purpose, firstly the number of cells to be deleted in the data set was determined 
according to the amount of missing data. After that, the data of the determined number of cells is deleted 
from the data set randomly with the written program. In order to achieve a missing at random (MAR) 
condition, the probability of missing of any data should be related to another variable with a complete error, 
and the conditional probabilities for this variable must be equal. For this purpose, firstly the examinees were 
sorted in ascending by their total test scores.  The 80% deletion was performed for examinees' responses who 
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were in the first quantile and 20% deletion was performed for examinees' responses who were in the fourth 
quantile regarding to the amount of missing data. Finally, the generated missing data was completed using 
four missing data handling methods (treating missing data as incorrect (IN), person mean imputation (PM), 
two-way imputation (TW), and Expectation Maximization (EM)). 

 
2.1.3. Analysis of Data 

To analyze the data, the results of the item parameters and attribute profiles obtained from the 
completed data were compared with estimates which were obtained from each missing data handling 
methods. The root mean square error (RMSEA) was computed for the consistency of the item parameter 
estimates and the pattern-wise classification accuracies were computed for the classification accuracy for 
each experimental cell. 
 
 
3. RESULTS  
3.1. Results for s Parameter Estimation  

The effects of different missing data mechanisms, sample sizes, number of items, and missing rates 
on the average RMSEA of s parameter estimation were given in Table 2 and the results of the interaction 
effects were given in Figure 1 and Figure 2. When Table 2 is examined, it was seen that average RMSEA 
values obtained in both MCAR and MAR conditions were low. It was also seen that both in MCAR and 
MAR conditions, the average RMSEA values obtained from missing handlings methods in different sample 
sizes and numbers of item did not change much. Sample size and number of item manipulation was not 
affective for the s parameter estimations. However, in both MCAR and MAR conditions, the average 
RMSEA values tended to increase as missing rates were increased.  

 
 

Table 2. Average RMSEA of s Parameter for Simulation Conditions 
 MCAR MAR 
 EM IN PM TW EM IN PM TW 
Sample Size         
1000 0.0198 0.0807 0.0176 0.0194 0.0056 0.0167 0.0048 0.0049 
2000 0.0167 0.0796 0.0146 0.0175 0.0041 0.0159 0.0037 0.0039 
3000 0.0154 0.0789 0.0138 0.0170 0.0035 0.0156 0.0034 0.0035 
Number of Item         
15 0.0190 0.0792 0.0186 0.0215 0.0048 0.0172 0.0043 0.0045 
30 0.0155 0.0802 0.0121 0.0144 0.0040 0.0149 0.0037 0.0037 
Missing Rate         
0.05 0.0101 0.0407 0.0086 0.0097 0.0030 0.0085 0.0026 0.0026 
0.10 0.0172 0.0798 0.0151 0.0178 0.0045 0.0160 0.0040 0.0042 
0.15 0.0246 0.1187 0.0223 0.0264 0.0057 0.0236 0.0053 0.0055 

 
 
All methods, except the IN method, performed similarly under the all missing rate conditions. 

Especially, it has been observed that the RMSEA values obtained from the IN method at the 15% missing 
rate condition got the maximum values. RMSEA values obtained from the methods with different missing 
rates seem to be higher for MCAR than MAR. 

When the factor interaction effect graph for the s is examined, it was observed that in both MCAR 
and MAR conditions, different sample sizes and number of item did not change the average RMSEA values 
too much. However it is also observed that RMSEA values were increased with the increase of missing rates.  
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Figure 1. MCAR Average RMSEA Values of the Interaction Effect (s parameter) 
 
 

 
 

Figure 2. MAR Average RMSEA Values of the Interaction Effect (s Parameter) 
 
 

3.2. Results for g Parameter Estimation  
The effects of different missing data mechanisms, sample sizes, number of items, and missing rates 

on the average RMSEA of g parameter estimation were given in Table 3 and the results of the interaction 
effects were given in Figure 3 and Figure 4. When Table 3 is examined, similar to the s parameter estimation, 
it was observed that average RMSEA values obtained for both MCAR and MAR conditions were low. It was 
also seen that both in MCAR and MAR conditions, the average RMSEA values which obtained from missing 
handlings methods for different sample sizes and numbers of items didn’t change much. For MCAR and 
MAR with the increase of missing rates, it was observed that the results of the average RMSEA values  
were increased.  

For MCAR, the EM method performed better than the other methods in all missing rate conditions; 
whereas the RMSEA values obtained from the IN method was higher than the other methods. Average 
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RMSEA values which were obtained from the methods with different missing rates seem to be higher for 
MCAR than MAR. 

 
 

Table 3. Average RMSEA of g Parameter for Simulation Conditions 
 MCAR MAR 
 EM IN PM TW EM IN PM TW 
Sample Size         
1000 0.0144 0.0232 0.0169 0.0180 0.0056 0.0071 0.0055 0.0054 
2000 0.0115 0.0223 0.0156 0.0164 0.0045 0.0065 0.0048 0.0048 
3000 0.0104 0.0220 0.0150 0.0156 0.0041 0.0065 0.0045 0.0044 
Number of Item         
15 0.0131 0.0228 0.0174 0.0176 0.0053 0.0066 0.0048 0.0047 
30 0.0110 0.0220 0.0142 0.0157 0.0042 0.0066 0.0049 0.0050 
Missing Rate         
0.05 0.0075 0.0120 0.0084 0.0091 0.0031 0.0036 0.0028 0.0028 
0.10 0.0121 0.0225 0.0156 0.0166 0.0048 0.0066 0.0049 0.0048 
0.15 0.0165 0.0329 0.0234 0.0243 0.0064 0.0097 0.0070 0.0069 

 
 
When the interaction effect graph for the factors is examined, it was also seen that in both MCAR 

and MAR conditions, different sample sizes and numbers of items didn’t change the average RMSEA values 
which were obtained from missing handlings methods too much. However with the increase of missing rates, 
the average RMSEA values tended to increase. 

 
 

 
 

Figure 3. MCAR Average RMSEA Values of the Interaction Effect (g Parameter) 
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Figure 4. MAR Average RMSEA Values of the Interaction Effect (g parameter) 
 
 

3.3. Results for Classification Accuracy 
The effects of different missing data mechanisms, sample sizes, number of items, and missing rates 

on the classification accuracy were given in Table 4 and the results of the interaction effects were given in 
Figure 5 and Figure 6. When Table 4 is examined, it was seen that average classification accuracy rates 
which were obtained from MCAR and MAR conditions were high. It was also seen that in MCAR 
conditions, the average classification accuracy rates which were obtained from missing handlings methods in 
different sample size didn’t change much. However, with the increase of number of items, the classification 
accuracy rates tended to increase.  The classification accuracy rates decreased with the increase of missing 
rate. In MAR condition, the average classification accuracy rates which were obtained from missing 
handlings methods in different sample sizes and number of item didn’t change much. For MCAR and MAR 
with the increase of missing rates, it was observed that the results of classification accuracy rates were 
decreased. All methods except the IN method performed similarly under the missing rate conditions. It was 
seen that classification accuracy rates which were obtained from methods with different missing ratios were 
lower for MCAR than MAR. 

 
 
Table 4. Average Classification Accuracy Rates of g Parameter for Simulation Conditions 
 MCAR MAR 
 EM IN PM TW EM IN PM TW 
Sample Size         
1000 0.8275 0.8155 0.8498 0.8378 0.9465 0.9563 0.9745 0.9745 
2000 0.8242 0.8260 0.8445 0.8270 0.9548 0.9502 0.9735 0.9735 
3000 0.8315 0.7950 0.8236 0.8328 0.9487 0.9396 0.9617 0.9617 
Number of Item         
15 0.7978 0.7893 0.8196 0.8095 0.9409 0.9438 0.9672 0.9672 
30 0.8576 0.8350 0.8591 0.8556 0.9591 0.9536 0.9723 0.9723 
Missing Rate         
0.05 0.8982 0.8833 0.9152 0.9158 0.9665 0.9685 0.9823 0.9823 
0.10 0.8296 0.8028 0.8326 0.8268 0.9488 0.9465 0.9673 0.9673 
0.15 0.7554 0.7504 0.7702 0.7550 0.9347 0.9310 0.9596 0.9596 
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Figure 5.  MCAR Classification Accuracy Rates of the Interaction Effect 
 
 

 
 

Figure 6. MAR Classification Accuracy Rates of the Interaction Effect 
 

 
4. DISCUSSION 

In this study, it was observed that, the increase of missing rate, average RMSEA values tended to 
increase and rates of classification accuracies were tended to decrease. It is consistent with the results of    
Dai [34]. Despite the low missing rates, average RMSEA values tended to increase with the increase of 
missing rates. Sample size manipulation was not affective for the parameter estimations and classification 
accuracies. Number of items were not affective for parameter estimation whereas it was affective for rate of 
classification accuracy. The increase of number of items, increased the rate of classification accuracy. 
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It was observed that average RMSEA values which were obtained for MAR were lower and rates of 
classification accuracies were higher than the average RMSEA values which were obtained for MCAR. 
These results are also consistent with the literature. In addition to that, for many conditions it was observed 
that, average RMSEA values which were obtained from missing data handling methods were low and rate of 
classification accuracies were high. Among the missing data handling methods, higher average RMSEA 
values and lower rate of classification accuracies were observed for IN method. The results of other methods 
were seemed to be closer to each other. This result is also consistent with the literature [21],[23],[36].       

 
 

5. CONCLUSION  
As a result, missing rates affected s and g parameter estimations and classification accuracies for all 

methods. Also, the results of the study showed that performance of methods varied according to manipulation 
factors for different missing data mechanisms. In this study, it was aimed to investigate the impact of 
different missing data handling methods on DINA model parameter estimation and classification consistency. 
Further studies will be conducted for other cognitive diagnostic models investigations with different number 
of attributes, missing rates and missing data mechanisms. 
 
 
REFERENCES 
[1] J. P. Leighton and M. J. Gierl, “Why cognitive diagnostic assessment,” Cognitive Diagnostic Assessment for 

Education: Theory and Applications, pp. 3–18, 2007. 
[2] K. K. Tatsuoka, “Rule space: An approach for dealing with misconceptions based on item response theory,” 

Journal of Educational Measurement, vol/issue: 20(4), pp. 345–354, 1983. 
[3] R. Henson and J. Douglas, “Test construction for cognitive diagnosis,” Applied Psychological Measurement, 

vol/issue: 29(4), pp. 262-277, 2005. 
[4] L. V. DiBello, et al., “Review of cognitively diagnostic assessment and a summary of psychometric models,” 

Handbook of Statistics Psychometrics, vol. 26, pp. 979–1030, 2007. 
[5] A. A. Rupp and J. L. Templin, “The effects of Q-matrix misspecification on parameter estimates and classification 

accuracy in the DINA model,” Educational and Psychological Measurement, vol/issue: 68(1), pp. 78-96, 2008. 
[6] J. de la Torre and J. A. Douglas, “Higher-order latent trait models for cognitive diagnosis,” Psychometrika, 

vol/issue: 69(3), pp. 333-353, 2004. 
[7] L. V. DiBello, et al., “Unified cognitive/psychometric diagnostic assessment likelihood-based classification 

techniques,” in P. D. Nichols, et al., Cognitively Diagnostic Assessment, pp. 361–389, 1995. 
[8] E. H. Haertel, “Using restricted latent class models to map the skill structure of achievement items,” Journal of 

Educational Measurement, vol. 26, pp. 333-352, 1989. 
[9] S. M. C. Hartz, “A Bayesian framework for the unified model for assessing cognitive abilities: Blending theory 

with practicality,” (Unpublished doctoral dissertation), University of Illinois at Urbana-Champaign, Urbana-
Champaign, IL, 2002. 

[10] B. W. Junker and K. Sijtsma, “Cognitive assessment models with few assumptions, and connections with 
nonparametric item response theory,” Applied Psychological Measurement, vol/issue: 25(3), pp. 258–272, 2001. 

[11] A. A. Rupp, et al., “Diagnostic measurement: Theory, Methods, and Applications,” New York: Guilford Press, 
2010. 

[12] J. de la Torre and Y. S. Lee, “A note on the invariance of the DINA model parameters,” Journal of Educational 
Measurement, vol/issue: 47(1), pp. 115–127, 2010. 

[13] Rubin D. B., “Inference and missind data,” Biometrika, vol/issue: 63(3), pp. 581–592, 1976. 
[14] R. J. A. Little and D. B. Rubin, “Statistical Analysis with Missing Data,” 2nd ed., New York, John Wiley & Sons, 

2002. 
[15] P. D. Allison, “Missing Data,” Thousand Oaks, CA, Sage Publications, 2001. 
[16] R. J. A. Little, “Regression with missing X's: A review,” Journal of the American Statistical Association, vol. 87, 

pp. 1227-1237, 1992. 
[17] D. B. Rubin, “Multiple Imputation for Nonresponse in Surveys,” New York, John Wiley & Sons, 1987. 
[18] J. L. Schafer, “Analysis of Incomplete Multivariate Data,” New York, Chapman & Hall, 1997. 
[19] C. A. Bernaards and K. Sijtsma, “Influence of imputation and EM methods on factor analysis when item 

nonresponse in questionnaire data is nonignorable,” Multivariate Behavioral Research, vol/issue: 35(3), pp. 321–
364, 2000. 

[20] C. K. Enders, “A primer on maximum likelihood algorithms available for use with missing data,” Structural 
Equation Modeling, vol. 8, pp. 128-141, 2001. 

[21] R. J. De Ayala, et al., “The impact of omitted responses on the accuracy of ability estimation in item response 
theory,” Journal of Educational Measurement, vol/issue: 38(3), pp. 213–234, 2001. 

[22] Y. Dong and C. Y. J. Peng, “Principled missing data methods for researchers,” SpringerPlus, vol/issue: 2(1), pp. 
222, 2013. 

[23] H. Finch, “Estimation of item response theory parameters in the presence of missing data,” Journal of Educational 
Measurement, vol. 45, pp. 225–245, 2008. 



                ISSN: 2252-8822 

IJERE  Vol. 7, No. 1,  March 2018 :  77 – 86 

86

[24] J. R. V. Ginkel, et al., “Two-way imputation: A Bayesian method for estimating missing scores in tests and 
questionnaires, and an accurate approximation,” Computational Statistics & Data Analysis, vol. 51, pp. 4013–4027, 
2007. 

[25] C. Y. J. Peng, et al., “Advances in missing data methods and implications for educational research,” Real Data 
Analysis, pp. 31–78, 2006. 

[26] J. L. Peugh and C. K. Enders, “Missing data in educational research: A review of reporting practices and 
suggestions for improvement,” Review of Educational Research, vol. 74, pp. 525−556, 2004. 

[27] L. T. DeCarlo, “On the analysis of fraction subtraction data: The DINA model, classification, latent class sizes, and 
the Q-matrix,” Applied Psychological Measurement, vol. 35, pp. 8-26, 2011. 

[28] J. de la Torre, “An empirically based method of Q-matrix validation for the DINA model: Development and 
applications,” Journal of Educational Measurement, vol/issue: 45(4), pp. 343-362, 2008. 

[29] J. de la Torre and J. A. Douglas, “Model evaluation and multiple strategies in cognitive diagnosis: An analysis of 
fraction subtraction data,” Psychometrika, vol/issue: 73(4), pp. 595-624, 2008. 

[30] J. de la Torre, et al., “Factors affecting the item parameter estimation and classification accuracy of the DINA 
model,” Applied Psychological Measurement, vol. 47, pp. 227-249, 2010. 

[31] R. A. Henson, et al., “Defining a family of cognitive diagnosis models using log-linear models with latent 
variables,” Psychometrika, vol. 74, pp. 191-210, 2009. 

[32] Y. S. Lee, et al., “A cognitive diagnostic modeling of attribute mastery in Massachusetts, Minnesota, and the US 
national sample using the TIMSS 2007,” International Journal of Testing, vol/issue: 11(2), pp. 144–177, 2011. 

[33] Y. Liu, et al., “Testing person fit in cognitive diagnosis,” Applied Psychological Measurement, vol/issue: 33(8), pp. 
579-598, 2009. 

[34] S. Dai, “Investigation of missing responses in implementation of cognitive diagnostic models,” (Unpublished 
doctoral dissertation), Indiana University, 2017. 

[35] X. Xu and M. von Davier, “Cognitive diagnosis for NAEP proficiency data,” ETS Research Report Series, 
vol/issue: 2006(1), pp. i–25, 2006. 

[36] K. Sijtsma and L. Van der Ark, “A. Investigation and treatment of missing item scores in test and questionnaire 
data,” Multivariate Behavioral Research, vol/issue: 38(4), pp. 505–528, 2003. 

 
 
BIOGRAPHY OF AUTHOR 
 

 

Secil Omur Sunbul is an Assistant Professor in Mersin Universty in the Department of 
Measurement and Evaluation in Education. She recived her BCs degree (2004) in Ankara at 
Hacettepe University, Faculty of Education and MSc and PhD degree from Department of 
Measurement and Evaluation in Education, Mersin University. Her main interests are 
Educational Measurement, Item Response Theory, Cognitive Diagnostic Models and Statistical 
Programming. 

 


